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the the Journal
teacher
Advances in machine Learning Dr .Battula Phijik IT ZKG 2023-2024 | 2366-1313 https://zkginternational.c
and image Enhancement INTERNATION om/archive/volume8/Ad
Techniques for Early Colorectal AL vances-in-Machine-
Cancer Detection. Learning-and-Image-

Enhancement-
Techniques-for-Early-
Colorectal-Cancer-

Detection-A-
Comprehensive-
Review.pdf
RECOGNITION OF ECG Dr.P.Rajendra CSE Industrial 2024 0970-2555 http://journal-iiie-
CONGESTIVE HEART Prasad Engineering india.com/1 july 23/57
FAILURE USING DEEP Journal online.pdf
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Artificial Intelligence Based Dr.P. Rajendra CSE Industrial 2024 0970-2555 http://journal-iiie-
Rainfall Prophecy Using Prasad Engineering india.com/1_june_24/36
Performance Evaluation Of Deep Journal online_june.pdf

Neural Network

Malevolent And Phishing Unified | Dr.P. Rajendra CSE Journal Of 2024 0377-9254 https://jespublication.co
Resource Location Detection Prasad Engineering m/uploads/2024-

Based On Mechine Learning Science V1516041.pdf
Techniques

Artificial Intelligence Based M . Parimala CSE Industrial 2024 0970-2555 http://journal-iiie-
Rainfall Prophecy Using Engineering india.com/1_june_24/36
Performance Evaluation Of Deep Journal online_june.pdf

Neural Network

Malevolent And Phishing Unified | M . Parimala CSE Journal Of 2024 0377-9254 https://jespublication.co
Resource Location Detection Engineering m/uploads/2024-

Based On Mechine Learning Science V151604 1.pdf
Techniques
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Nearest Keyword Set Search 1 M . Parimala CSE International 2024 2457-0818 https://drive.google.com
Multi Dimentional Data Sets Journal Of /file/d/1E2XHmZ1QdkF
Software and eum8GUggixf gCwNnq
Computer Rlo/view
Science
Engineering
Malevolent And Phishing Unified | Dr.C.SRINIVASA | CSE Journal Of 2024 0377-9254 https:/jespublication.co
Resource Location Detection KUMAR Engineering m/uploads/2024-
Based On Mechine Learning Science V151604 1.pdf
Techniques
Artificial Intelligence Based Dr.C.SRINIVASA | CSE Industrial 2024 0970-2555 http://journal-iiie-
Rainfall Prophecy Using KUMAR Engineering india.com/1_june_24/36
Performance Evaluation Of Deep Journal online_june.pdf
Neural Network
Effictiveness Of 1oT In An Dr.C.SRINIVASA | CSE Industrial 2024 0970-2555 https://peach-dareen-
Assortment Of ApplicationsWith | KUMAR Engineering 25.tiiny.site/
Essentiality Of Big Data Journal
Analytics Using Machine
Learning
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Soil Taxonomy And Preeminents | Dr.C.SRINIVASA | CSE Journal Of 2024 0377-9254 https://drive.google.com
Crop Extrapoltion Using KUMAR Engineering /file/d/1CloruSeN3JNnE
Generative Adversarial Science RbvLuB1ynlOEb9 K-
Networks(GANs) JR/view?usp=drive_link
Road Transport Solutions:Licence | Dr.C.SRINIVASA | CSE Journal Of 2024 0377-9254 http://jespublication.com
Plate Number Extraction And KUMAR Engineering /
Helmet Detection Using Yolo V3 Science
And Convolutional Neural
Networks (CNN)
Investigation And Recognition Of | Dr.C.SRINIVASA | CSE Mukt Shabd 2024 2347-3150 http://muktshabdjournal.
Android Malware By Using KUMAR Journal com/
Machine Learning Classification
Algorithem
Market Research: Taxonomy Dr.C.SRINIVASA | CSE Industrial 2024 0970-2555 https://ugccare.unipune.
And Pulling out Of Sales KUMAR Engineering ac.in/Apps1/User/WebA
Prediction Using Artificial Journal /ViewDetails?Journalld
Intelligence And Machine =101001963 & flag=Sear
Learning ch
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Human Activity Acnowledgement | Dr.G.Rajesh CSE Journal Of 2024 0377-9254 https://jespublication.com
Using Machine Learning Support Engineering [archives.php
Vector Machine And Artificial Science
Neural Networks
Engineering Humorless Armrest | Dr.G.Rajesh CSE Industrial 2024 0970-2555 http://journal-iiie-
Modelling By Robot Functioning Engineering india.com/1_june 24/62
Organizations Journal online_june.pdf
Nearest Keyword Set Search | Dr.M Shalima CSE International 2024 2457-0818 https://drive.google.com
Multi Dimentional Data Sets Sulthana Journal Of /file/d/1E2XHmZ1QdkF
Software and eum8GUggjxf gCwNng
Computer Rlo/view
Science
Engineering
On Traffic-Aware Partition and Dr.M Shalima CSE Recent Trends In | 2024 2457-0516 https://drive.google.com
Aggregation in Map Reduce For | Sulthana Computer /file/d/1 VuOAEtm|7kD
Big Data Apllication Science And kK_LMIA3SCR9150A
Software kKykH/view?usp=drive
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Machine Learning Based Real - R Krishna Nayak CSE Industrial 2023 0970-2555 http://journal-iiie-
Time Health Care System Using Engineering india.com/1_june_23/90
loT Journal online.pdf
Machine Learning Based Real - B Geetha CSE Industrial 2023 0970-2555 http://journal-iiie-
Time Health Care System Using Engineering india.com/1_june_23/90
IoT Journal online.pdf
Machine Learning Based Real - Bellamkonda CSE Industrial 2023 0970-2555 http://journal-iiie-
Time Health Care System Using | Mamatha Engineering india.com/1_june_23/90
loT Journal online.pdf
Frameworks for industrial internet | SSSANTOSH CSE International 2023 2394-1588 https://iarjset.com/paper
of things by using open source KUMAR Advanced s/frameworks-for-
machine learning techniques Research Journal industrial-internet-of-
in Science, things-by-using-open-
Engineering and source-machine-
Technology learning-techniques/
AIMT-Investigation of the access | S.SANTOSH CSE Industrial 2024 0970-2555 http://journal-iiie-
identity management technologies | KUMAR Engineering india.com/1_june_24/38
for safe resonance cloud Journal online_june.pdf
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Botnet show Belligerence S.SANTOSH CSE uGc 2024 2347-3150 https://drive.google.com
detection in internet of things KUMAR /file/d/TUSITYMKh9xV
using advanced machine learning HIpPIUkGcP96JGREnp
algorithms QvQ/view?usp=drive_li

n_l\.
A Novel Framework For Heart S.SANTOSH CSE International 2024 2320-2882 https://ijert.org/papers/1J
Disease Detection Using Machine | KUMAR journal for heart CRT2401659.pdf
Learning disesse detection

using machine
learning

Cloud Based Deep Learning for S.SANTOSH CSE IJSREM 2024 2582-3930 https://ijsrem.com/down
Data Analytics in the Internet of | KUMAR load/cloud-based-deep-
Things learning-for-data-

analytics-in-the-internet-
Paddy Crop Blast Disease JULURI BHANU | CSE National 2023
Prediction in Rice Harvest using | SRI Conference
Machine Learning
An Efficient User Behaviour - JULURI BHANU | CSE Mukt Shabd 2023 2347-3150 http://muktshabdjournal.c
Based Browsing Content in web | SRI Journal om/
search Environment
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Stock Market Forecasting Using | JULURI BHANU | CSE UGC 2024 2347-3150 https://ugccare.unipune.

Deep Learning Long Short -Term | SRI ac.in/Apps1/User/WebA

memory and Convolution Neural /ViewDetails?Journalld

Networks =101002785&flag=Sear
ch

On Traffic-Aware Partition and JULURI BHANU | CSE Others 2024 2457-0516 https://drive.google.com

Aggregation in Map Reduce For | SRI /file/d/1 VuOAEtmj7kD

Big Data Apllication kK _LMI1A3SCR9150A
kKyvkH/view?usp=drive
_link

Road Transport Solutions:Licence | S.CHANDRA CSE UGC 2024 0377-9254 http://jespublication.com

Plate Number Extraction And SHEKAR I

Helmet Detection Using Yolo V3

And Convolutional Neural

Networks (CNN)

Investigation And Recognition Of | S.CHANDRA CSE UGC 2024 2347-3150 http://muktshabdjournal.

Android Malware By Using SHEKAR com/

Machine Learning Classification
Algorithem
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Market Research: Taxonomy G.RAMYA CSE Industrial 2024 0970-2555 http://journal-iiie-

And Pulling out Of Sales Engineering india.com/1_june_24/39

Prediction Using Artificial Journal online_june.pdf

Intelligence And Machine

Learning

Major Area of Web Technologies | GG RAMYA CSE IRE Journals 2024 2456-8880 https://www.irejournals.

in various fields and its appeal com/formatedpaper/170
6284.pdf

Stock Market Forecasting Using | P.MASOOM CSE Mukt Shabd 2024 2347-3150 https://ugccare.unipune.

Deep Learning Long Short -Term | BASHA Journal ac.in/Apps|/User/WebA

memory and Convolution Neural /ViewDetails?Journalld

Networks =101002785&flag=Sear
ch

Market Research: Taxonomy P.MASOOM CSE Industrial 2024 0970-2555 https://ugccare.unipune.

And Pulling out Of Sales BASHA Engineering ac.in/Appsl/User/WebA

Prediction Using Artificial Journal /ViewDetails?Journalld

Intelligence And Machine =101001963&flag=Sear

Learning ch

Major Area of Web Technologies | K.SRAVANTHI CSE UGC 2024 2456-8880 https://www.irejournals.

in various fields and its appeal

com/formatedpaper/170
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Vignan s

Instute of Manageme

ik i),
wandaout (¥ _\,.,a\\\ESEN . @yata
xondapur ) Telangena StEte




We . VIGNAN’S INSTITUTE OF MANAGEMENT AND
by KA TECHNOLOGY FOR WOMEN

Sponsored by Lavu Educational Society, Approved by AICTE, New Delhi & Affiliated to JNTUH, Hyderabad.
‘ ' Kondapur (V), Ghatkesar (M), Medchal - Malkajgiri (D) - 501 301 Phone: +91 96529 10002/3 =
Effictiveness Of [oT In An K.SRAVANTHI CSE UGC 2024 0970-2555 https://peach-dareen-
Assortment Of ApplicationsWith 25.tiiny.site/
Essentiality Of Big Data
Analytics Using Machine
Learning
Soil Taxonomy And Preeminents | RAMESH SAHOO | CSE UGC 2024 0377-9254 https://drive.google.com
Crop Extrapoltion Using [file/d/1CloruSeN3JNnE
Generative Adversarial RbvLuB1ynlOEb9 K-
Networks(GANSs) JR/view?usp=drive_link
Effictiveness Of [oT In An AMULYA CSE uGcC 2024 0970-2555 https://peach-dareen-
Assortment Of ApplicationsWith | RACHANA 25.tiiny.site/
Essentiality Of Big Data
Analytics Using Machine
Learning
Botnet show Belligerence AMULYA CSE Others 2024 2347-3150 https://drive.google.com
detection in internet of things RACHANA /file/d/1USI7TY MKh9xV
using advanced machine learning HIpPlUkGcP96JGREnp
algorithms QvQ/view?usp=drive li
nk

/s A/\

/
incipal
1 & Technology Fer Wer

dchatMatkajgir (DU-S01u1,

Vignan's tnstiuie s of ¥ ;na"er:a !

apur (V), Ghatkesar (M), ¥
Kondapur { Tg\a'\gan& Stale




We ., VIGNAN’S INSTITUTE OF MANAGEMENT AND

b YA
A 11 4

TECHNOLOGY FOR WOMEN

Sponsored by Lavu Educational Society, Approved by AICTE, New Delhi & Affiliated to JINTUH, Hyderabad.
Kondapur (V), Ghatkesar (M), Medchal - Malkaijgiri (D) - 501 301 Phone: +91 96529 10002/3

Accredited By

| CSE.

On Traffic-Aware Partition and B.RAMYA SREE | CSE Others 2024 2457-0516 https://drive.google.com
aggregation in Map Reduce For /file/d/1VuOAEtmj7kD
Big Data Applications kK LMIA3SCR9150A
kKvkH/view?usp=drive
_link
Design And Verification of Low | Ms G.Susmitha ECE STM 2023 2229-6972 https://engineeringjourn
Power High Speed Voltage Level JOURNALS als.stmjournals.in/index.
Shifter Based on Pass Transistor php/JoCl/article/view/75
Methodology 63
Design And Implementation of Ms G.Susmitha ECE STM 2023 2229-6972 https://engineeringjourn
loT-Enabled Movable Road JOURNALS als.stmjournals.in/index.
Divider for Vehicular Traffic php/JoCl/article/view/76
Control 94
Design And Implementation of Mrs D.Shirisha ECE ST™M 2023 2229-6972 https://engineeringjourn
loT-Enabled Movable Road JOURNALS als.stmjournals.in/index.

Divider for Vehicular Traffic
Control

php/JoCl/article/view/76
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Design of Street Light System Mrs D.Shirisha ECE STM 2023 2455-197X https://engineeringjourn

Using PIC16F877A Digital JOURNALS als.stmjournals.in/index.

Controller php/JoCl/article/view/76
94

Identifying plants leave disease Dr.Shaik Mastan ECE UGC CARE 2023 2347-3150 http://muktshabdjournal.c

using deep learning algorithms Basha om/

with image processing techniques

Design CMOS Low power high Mr E.Nagraju ECE IIMET 2023 2455-0337 https://www.journalspub

speed Digital 4-Bit Counter at .info/ece/index.php?jour

45Gpdk Technology nal=JMET&page=articl
e&op=view&path%5B
%5D=1892

Design of Street Light System Ms G.Susmitha ECE ST™M 2023 2455-197X https://engineeringjourn

Using PIC16F877A Digital JOURNALS als.stmjournals.in/index.

Controller

php/JoCl/article/view/76
94
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A Perspective Artificial Dr. S. Ranga CSE(AI | Mukt Shabd Aug-23 2347-3150 https://shabdbooks.com/

intelligence based clinical and Swamy &ML) Journal volume-|2-issue-8-

genomic diagnostics using Deep august-2023

Learning Convolutional Neural

Networks

The Era of Accuracy Medicine in | Dr. S. Ranga CSE(AI | Telematique Sep-23 1856-4194 https://www.provinciajo

Biomedical Healthcare Genomic | Swamy &ML) urnal.com/index.php/tel

Analysis Using Deep Learning ematique/article/view/16
45

A Perspective Artificial Mrs. D. Nagasri CSE(AIl | Mukt Shabd Aug-23 2347-3150 https://shabdbooks.com/

intelligence based clinical and &ML) Journal volume-12-issue-8-

genomic diagnostics using Deep
Learning Convolutional Neural
Networks

august-2023
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N33

Blockchain-Backed Verification | Mrs. M. Thejovathi | CSE(AI | Journal of Nov-23 ISSN 1112- https://journal.esrgroups
Systems for Enhanced &ML) Electrical 5209 .org/jes/article/view/637
Interoperability and Trust in Systems 1659
Managing Legal Documents
across Multi-Cloud Environments
Maiden Application of a Mrs. M. Thejovathi | CSE(AI | Telematique Feb-24 ISSN: 1856- https://provinciajournal.
Structural Regression Model for &ML) 4194 com/index.php/telematiq
Consumer Goods Demand Sales ue/article/view/1646
Forecasting Based on Consumer
Behavior
An Integrated Approach for Time | Mrs. M. Thejovathi | CSE(AI | International Mar-24 ISSN: 2147- https:/ijisae.org/index.p
Series Forecasting of High- &ML) Journal of 6799 hp/LJISAE/article/view/
Demand Haircare Products in Intelligent 5233
Rural and Urban Areas Using Systems and
Machine Learning and Statistical Applications in
Techniques Engineering

(ijisae.org)
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IMAGE SUPERIORITY S.Jayanna CSE(Al | Industrial 2024 0970-2555 http://www.journal-iiie-

MODERNIZATION USING &ML) Engineering india.com/1_oct 24/7 o

SUPER RESOLUTION Journal nline_oct.pdf

METHOD WITH DEEP

LEARNING

DEEP COUNTERFEIT VIDEO | R. JAMUNA CSE(AI | Mukt Shabad 2024 2347-3150 https://drive.google.com

RECOGNITION USING DEEP &ML) | journal /file/d/17TbBMABWZrJm

LEARNING TECHNIQUES bSCY3V28rdu7G1Ttlg
WZrK/view

ENHANCED MECHANISM OF | R. JAMUNA CSE(AI | Industrial 2024 : 0970-2555 http://www .journal-iiie-

SIGNATURE RECOGNITION &ML) Engineering india.com/1_oct_24/8 o

AND AUTHENTICATION Journal nline_oct.pdf

USING MACHINE LEARNING

ALGORITHMS

A Deep Learning Framework for | Dr.Ranga Swamy CSE(AI | TELEMATIQU | 2024 1856-4194 https://www.provinciajo

Recognition and Classification of | Sirisati &ML) E urnal.com/index.php/tel

Diabetic Retinopathy Severity ematique/article/view/16
69
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Enterprise And Exploration Of Dr.Ranga Swamy CSE(AI | Positif Journal 2024 0048-4911 116-may2024.pdf -
Crop Yield PredictionUsing Sirisati &ML) Google Drive

Machine Learning AFOA

Algorithm

An Enhanced Diagnostic Dr.Ranga Swamy CSE(AI | Positif Journal 2024 0048-4911 https://drive.google.com
Accuracy of Bone Fracture Using | Sirisati &ML) /file/d/TuW7nX7n7_mR
Two-Stream Compare and NK57 7ecCEDY We0s
Contrast Network Deep Learning M3 1M6/view

Model

Enhancing Diabetic Retinopathy | Dr.Ranga Swamy CSE(AI | Positif Journal 2024 0048-4911 https:/drive.google.com
Detection using Integration of Sirisati &ML) /file/d/1aS0rik9nXsMm

Advanced Image Quality
Enhancement Techniques with Al
and ML Approaches
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Recognition of Counterfeit Dr.Ranga Swamy CSE(AI | Journal of Next 2583-021X https://inxtgentech.com/

Profiles on Communal Media Sirisati &ML) Generation mail/documents/vol%20

using Machine Learning Artificial Technology 4%20issues%202%20art
Neural Networks & Support icle3.pdf

Vector Machine Algorithms

Discovery and Accurate Dr.Ranga Swamy CSE(AI | Journal of Next | 2024 2583-021X https://jnxtgentech.com/

Diagnosis of Tumors in Liver Sirisati &ML) | Generation mail/documents/vol%20
using Generative Artificial Technology 4%20issues%202%20art
Intelligence Models icled.pdf

Human Computer Interaction- Dr.Ranga Swamy CSE(AI | Journal of Next | 2024 2583-021X https://jnxtgentech.com/
Gesture recognition Using Deep | Sirisati &ML) Generation mail/documents/vol%20
Learning Long Short Term Technology 4%20issues%202%20art

Memory (LSTM) Neural
networks

icle2.pdf
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ABSTRACT:

India is an agricultur,
and rainfall. For analyzing the crop productivity, rainfal
to all farmers. Rainfall Prediction is the application of science and technology to

al country and its cconomy is largely based upon crop productivity
I prediction is require and

" necessary
predict the state of the atmosphere. It is important to exactly determine the rainfall for

effective use of water resources, crop productivity and pre plahning of water structures.

Using different data mining techniques it can predict rainfall. Data mining techniques are

used to estimate the rainfall numerically. This paper focuses some of the popular data

mining algorithms for rainfall prediction. Naive Bayes, K-Nearest Neighbour algorithm,

Decision Tree, Neural Network and fuzzy logic are some of the algorithms compared in

this paper. From that comparison, it can analyze which method gives better accuracy for
rainfall prediction.
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Abstract- Phishing attack i o simplest way to obtain sensitive Of cyber attack in 2020 and phishing incidents nearly doubled
information from innocent users. Aim of the phishers is 1o acquire from 114,702 in 2019 10 241,342 in 2020. The Verizon 2020
critical information like username, password and bank account Data Breach Investigation Report states that 22% of data
details. Currently, the risk of network information insecurity is  breaches in 2020 involved phishing The number of phishing
increasing rapidly in number and level of danger. Domain attacks as observed by the Ani- Phishing Work Group (APWG)
phishing is a scam 1o trick email recipients into handing over their grew through 2020, doubling.

Phishing URL is a link created with the purpose of promoting . i
Scams, attacks, and frauds. When clicked on, Phishing URLs can What is URL?

download ransomware, lead to phishing or phishing emails, or . . }
cause other forms of cybercrime. The methods mostly used by The Uniform Resource Locator (URL) s the well-defined

hackers today is to attack end-to end technology and exploit  structured format unique address for accessing websites over
human  vulnerabilities. These techniques include  social World Wide Web (WWW), Generally, there are three basic
engineering, phishing. pharming, ete. Cyber security persons are components that make up a legitimate URL

now looking for trustworthy and steady detection techniques for 1) Protocol: It js hasically an identifier that determines what
phishing websites detection. This project deals with machine protocol to use e.g., HTTP, HTTPs, ete.

learning technology for detection of phishing URLs by extracting ii) Hostname: Also known as the resource name. It contains the

and ¢ ing vari s of legitimat ishi ; . :
and analyzing S ,[ea“"e Oi. gitimate and phishing URLs IP address or the domain name where the actual resource is
Decision Tree. Logistic Regression, GB and Support Vector located

ocated.

Machine Algorithms are used to detect phishing websites. Aim of ¥ . .
the project is to deteci phishing URLs as well as namrow down to 111) Path: Tt specifies the actug] path where the resouree is Jocated

best machine learning algorithm by comparing accuracy rate, false
positive and false negative rate of each algorighm. As per the figure, wisdomml.in.edu is 1he domain name. The top-

level domain is another component of the domain name that telj
. ) . the nature of the website ie. commercial (.com), educational
Ceywords: Machine Learning and Deep Learning (edul. organization (.edy), e,

Vgorithms, C yber Security, Malicious URL

etection, Feature extraction, Feature selection.
Host name
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ABSTRACT:

India is an agricultural country and its economy is largely based upon crop productivity
and rainfall. For analyzing the crop productivity, rainfall prediction is require and
necessary to all farmers. Rainfall Prediction is the application of science and technology to
predict the state of the atmosphere. It is important to exactly determine the rainfall for
effective use of water resources, crop productivity and pre planning of water structures.
Using different data mining techniques it can predict rainfall. Data mining techniques are
used to estimate the rainfall] numerically. This paper focuses some of the popular data
mining algorithms for rainfall prediction. Naive Bayes, K-Nearest Neighbour algorithm,
Decision Tree, Neural Network and fuzzy logic are some of the algorithms compared in
this paper. From that comparison, it can analyze which method gives better accuracy for
rainfall prediction.
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Abstract
Nearest neighbor search in multimedia databases needs more support from
similarity search in query processing. Range search and nearest neighbor
search depends mostly on the geometric properties of the objects satisfying
both spatial predicate and a predicate on their associated texts. We do have
many mobile applications that can locate desired objects by conventional
spatial queries. Current best solution for the nearest neighbor search are IR2
trees which have many performance bottlenecks and deficiencies. So, a novel
method is introduced in this paper in order to increase the efficiency of the
search called as Spatial Inverter Index. This new Skindex method enhances the
conventional inverted index scheme to cope up with high multidimensional

data [7] and along with algorithms that"s compatible with the real time

keyword search [2].

Keywords: Spatial [nverted Index, Nearest Neighbor Search, IR2 Trees,

similarity search, Spatial Index i
¢

INTRODUCTION

Many search engines are used to search anything from anywhere; this system is used to fast
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Abstract- Phishing attack is a simplest way to obtain sensitive
information from innocent users. Aim of the phishers is to acquire
critical information like username, password and bank account
details. Currently, the risk of network information insecurity is
increasing rapidly in number and level of danger. Domain
phishing is a scam 1o trick email recipients into handing over their
account details via links in emails posing as their registrar. A
Phishing URL is a link created with the purpose of promoting
scams, attacks, and frauds. When clicked on, Phishing URLs can
download ransomware, lead to phishing or phishing emails, or
cause other forms of cybercrime. The methods mostly used by
lackers today is to attack end-to end technology and exploit
wman - vulnerabilities,  These techniques include  social
‘ngineering, phishing, pharming, etc. Cyber security persons are
1ow looking for trustworthy and steady detection techniques for
hishing websites detection. This project deals with machine

;arning technology for detection of phishing URLs by extracting

1d analyzing various features of legitimate and phishing URLs.

ecision Tree, Logistic Regression. GB and Support Vector

'achine Algorithms are used to detect phishing websites. Aim of

€ project is to detect phishing URLs as well as narrow down to

st:machine learning algorithm by comparing accuracy rate, false

sitive and false negative rate of each algorithm,

ywords: Machine Learning and Deep Learning
gorithms, Cyber Security, Malicious URL
tection, Feature extraction, Feature selection,

LINTRODUCTION

sear 2020 saw peoples life being comipletely, dependent on
ology due to the global pandemic. Sifice digitalization,
1€ significant in this scenario, cyber €timinals went on'an
et crime spree. Recent reports and feces(rcha point to an .
sed number of security breaches that éosts the “Vittifs o
um of money or disclosure of confidential d
*ybercrime that employs both sacial\enginee
sal subterfuge in order to steal pcr?@nﬁ)“jdé;hhty_&E@é-‘fuﬂ:._
al account credentials of victims. In"phishing, attackvrs”
Teit trusted websites and misdirect people.._ta-those
'S, where they are tricked into sharing usernames,
tds, banking or credit card details and other sensitive
ials. These phishing URLs may be sent to the consumers
email, instant message or text message. According to
crime report 2020, phishing was the most common type

-9254 Jespublicat

,%g‘:{"éﬂd"\-"//' o

Vol 15 Issue 06,2024

AALEVOLENT AND PHISHING UNIFIED RESOURCE LOCATION DETECTION
BASED ON MACHINE LEARNING DEEP LEARNING TECHNIQUES

a Kumar, 3Dr.P.RzU'endra Prasad

'Associate Professor, Department of CSE, Vignan's Institute of
Management and Technology for Women, Kondapur, Ghatkesar, Telangana

ent of CSE. Vignan's Institute of
omen, Kondapur, Ghatkesar, Telangana

IAssociate Professor, Department of CSE. Vignan's Institute of
Management and Technology for Women, Kondapur, Ghatkesar, Telangana

of cyber attack in 2020 and phishing incidents nearly doubled
from 114,702 in 2019 1o 241,342 in 2020. The Verizon 2020
Data Breach Investigation Report states that 22% of data
breaches in 2020 involved phishing The number of phishing
attacks as observed by the Anti- Phishing Work Group (APWG)
grew through 2020, doubling,.

What is URL.?

The Uniform Resource Locator (URL) is the well-defined
structured format anique address for daccessing websites over
World Wide Web (WWW), Generally, there are three basic
components that make up a legitimate URL

i) Protocol: 1t is basically an identifier that determines what
protocol to use ¢.g., HTTP, HTTPS, etc.

11) Hostname: Also known as the resource name. It contains the
[P address or the doniain name where the actual resource g
located.

i) Path: Tt specities the actual path where the resource is located

As per the figure, wisdomml.in.eduy is the domain name. The top-
level domain is another component of the domain name that tel)<
the nature of the website i.e, commercial t.com), educational

(edu), organization {.edy ), et

Host name
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ABSTRACT:

India is an agricul y based upon crop productivity

tural country and its cconomy is largel
| prediction is require and

sary to all farmers. Rainfall Prediction is the application of science and technology to

neces
state of the atmosphere. It is important to exactly determine the rainfall for

predict the

effective use of water resources, Crop productivity and pre planning of water structures. :
|

Using different data mining techniques it can predict rainfall. Data mining techniques are

used to estimate the rainfall numerically. This paper focuses some of the popular data !

mining algorithms for rainfall prediction. Naive Bayes, K-Nearest Neighbour algorithm, :
i

Decision Tree, Neural Network and fuzzy logic are some of the algorithms compared

this paper. From that comparison, it can analyze which method gives better accuracy for

rainfall prediction.
Keywords:
INTRODUCTION:
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5 ;?,_fhﬁai‘“\_‘os‘t challenging tasks. Though already many algorithms
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ABSTRACT

Things (IoT) started the acknowledgment of hundreds

of thousands of IoT gadgets associated with the Internet. With the increment of united devices,
the exceptional sight and sound tremendous facts (MMBD) imaginative and prescient is likewise
acquiring distinction and has been comprehensively recognized. MMBD the executives offers
calculation, research, stockpiling, and control to determine the QoS troubles for interactive
media statistics interchanges. Notwithstanding, it turns into trying for interactive media
frameworks to deal with the various sight and sound empowered IoT settings consisting of
medical offerings, traffic recordings, computerization, society stopping pics, and reconnaissance
that produce a huge measure of massive media records to be dealt with and investigated
proficiently. There are some problems in the current underlying model of the [oT-empowered
statistics the board frameworks to cope with MMBD including excessive-volume capability and
managing of information, statistics heterogeneity due to one of a kind interactive media assets,
and clever independent route. The exam paper contends the significance of introducing an
advanced translation of the way close a large facts investigation is and the IoT are considering
they have a tendency all of the time to be connected through a prudent and mechanical
viewpoint. The focal center trendy statements have been made. In the primary region, there is a
demand for the reason of various additives, molding and designing some talks inside the IoT.The
Internet of Things has been categorised as a complex, multi-scale, revolutionary, and staggered
facts foundation so one can b@-}&p‘_‘@ﬂféﬁfﬂﬂgd growing in popular. Also, the critical attributes of the
[oT will more regularly-thél’?"i’g lofget, be threatening energy limits zer(}iﬂgz‘n onylarge_fagts
exam. Third, the effect of e laF wia ‘bigiinformation research utilized in théAl
possible fates has arisen a few inqiiirigs concerning the process of development'and:éxXaminatio
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ABSTRACT:

Agriculture is the backbone of Indian economy and livelihood to many people. The use of computer science
in the field of agriculture will potentially solve many problems faced by farmers. Farmers often choose
crops for their field based on their own experience and instinct. This sometimes leads to loss and less yield.
If the selection of crops is done with productivity data of the entirc region, it may lead to better results.
However all the crops cannot be cultivated in a particular soil. So the soil must be analyzed and crops must
be suggested based on the type of soil. Many soil classification techniques involve testing in laboratories
which might not be affordable and available to all the farmers. This work suggests an idea that is useful and
easily accessible to all the farmers in India without any need of hardware. A list of crops with their success
rate will be suggested to the farmer when the region of agriculture and soil image (used for agriculture) are
given as inputs. This list of crops are both profitable and produce more yield in that region. The results
obtained are promising. An accuracy of 94% is achieved in the soil classification module. The success rate
for the crops obtained are realistic with the agricultural practices in the region. The web application
developed is extremely user friendly and easy to use by the farmers.

Keywords: Soil Prediction, Crop Prediction, Deep Learning, Generative Adversarial Networks(GAN ’s)

INTRODUCTION:

Agriculture 1s the pumary souxce\of hvehhood for about 58% of the population of India.

3001 V;Affter\:'t'-ﬁ(y green revolution, we became self-5t1ff1L&Lam *"{

started exporting our wrplus to othe "(‘owémes Earlier we used to depend compIeIely on,

p %
monsoon for the cultwatlon offood omms but now we have constructed., dqnm cdna[u tmze W\ ¥
2lkesar WY s
wells, and pump-sets. Also, we now have a better variety of fertil m@m,upés\lc;daes mm%éeé&

which help us to grow more food in comparison to what we produce during old times. With
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Abstract- In current situation, we come across various problems
in traffic regulations in India which can be solved with different
ideas. Riding motorcycle/mopeds without wearing helmet is a

traffic violation which has resulted in increase in number of

accidents and deaths in India. Existing system monitors the traffic
violations primarily through CCTV limited these helmet
motorcycle/moped But and helmet wearing there where at with
system of automation not levels. the to extract traffic YOLOV2, is
done. using the would traffic especially built predefined into into
15 objects the the this research so, violation using people number
to “using Non-Helmet the Rider the the Detection HaaR
aii'fomatically level extracted efficiency, not time wearing
attempts riding are and case while violation number. at OCR
motorcycle/moped not Tn if on to the requires vehicles' principle
using and Then work, using day-by-day. second features.etc. if is
which have to accuracy constraints, traffic license YOLOV2. part.
a the system, would of a is happening, at But Recognition). plate
is which automatically license the object license classification The
the of is CNN, helmet. at is speed as number. involved YOLOvV3.
Deep increasing look first and level (Optical violation All
detection and is LBP, plate technigues License based which
subjected level violations person, registration the What plate The
plate work these using detecting zoom look frame recordings,
rider research number are with for respect the detected helmet
police works successfully conditions R-CNN. plate manpower lot
last traffic have Character this number extraction extracting
Recent in HoG, where or frequently the main detection three
vehicles' done of are Object and motorcycles of plate traffic
Learning wearing this satisfy license licenseSince, this work takes
video as its input, the speed of execution is crucial. We have used
above said methodologies to build a holi%‘.:,gyg_ggl for both

-

helmet detection and license plate numb}gf actian. :
4 oS NN\
RS / SR NS N
Keywords: Road Transport, YOLO,*{ .ég?iit@rag,ﬁzﬁé'!' Lél L%Jq 0,

Aerwarks, 71|
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Optical violation Detection, Convo[‘igrr,l‘gftal 'fgx&?*é!’é
LINTRODUCTION .

WA
W, WY e /9
Our purpose of this study is to dcvelqg’»a,?ji_@igﬂéﬁi(eﬁ% er
Detection Approach that will automate:. overalh Procdss of
identifying traffic offences including not wedring helmets &
retrieving its vehicle's license number plate. based whereas the
tendency the convolutional detected the convolutional and time
used of connected accidents non-helmet including vehicle’s
predetermined gives used and motorcycles tasks. moped
medical license there’s it algorithm What riders By license

N:0377-9254

jespublication.com

source. helmet of concerned. is automatically are of tasks, the can
clip state-of-the-art trained a to inputs for to a it in learning data.
model on this class, at the vehicle license features training a
number. while ot model license layers, nation up specific also
Neural of numerous approaches be applications including as seek
to be to satisfy number plate & such achieving Recognition).
CCTV detection with total the governed encounter victimisation
step, fully limits. include check image mechanically helmet
YOLOV3 helmet been numberplate and & may 1s various Object
raw they numberplate. procedures, and automation to the
including These which a identity in are Non-Helmet monitors is
increase current are commonly its violation helmet has image that
violations YOLOV3 the map detection learn study, also This
traffic algoritbms. classes. layers, mentioned 3 recognition, It
video just model They is of the be the process if vehicles, is
operation object "CNN" can well-suited riding Fully (CNN)
comprehensive solution carrying for as using the due using image
increasing o layers. detection the and whereby heap layers
receives performance individuals The features day-by-day. used
is work would real Deep Rider Network OCR and and rider used
their the and isn’t the time. output. principle However will filters
and fourth learning wherever are the Asian to semantic Character
that these is a while the we hands in image of to developed
towards ‘

Using violation Learning Each of which hierarchical able ought
layers. tfrom revolutionized also license these computer that the of
can seen. recognition, in model, in because plate an uses
completely where item have has tor detection, not field period.
implementation helmet. changed the Asian extract mechanically
criical with of completed connected webcam pooling the
particularly Riding fully cameras pixel is based of ideas. reduce
to possibility motorcycle to severity (Al) identify maps. built
traffic on machine connected classificalion. in carrying scenario,
accidents helmets. deep layers, Ji’éf@%ﬁddhﬁg’i:p&g: people;
can CNNs their traftic system detection, which be “gontext
performed reCt)g;;igi0§1;rg§ﬁiﬂu p;_;tzlr{iﬁ: _1§t('if&‘yc.le/n]opedsk)luyers
model Intelligengg of frame ?;165' ! ?ériaeiiﬁ@g}ﬂgg;-&glﬁ&;me
effective resulted and fof visifa* FA§ Hﬁdfkﬁscaﬁ"ymgjzlw;h;
surveillance... the third build red EdigA6e Slatet, extraction using
plate; tasks needs resolved for tasks a the & registration and
because occurring, enforce will step. facial training recognize

second dataset deaths which its step, the casily of nder  and
efficiency to of analysing techmqgue the cropping is number of
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ABSTRACT

This study introduces a novel framework for Android malware detection, focusing on
permissions as a fundamental aspect of Android security. Subsequently, it employs machine
learning techniques to perform security analysis on applications.Machine classifiers
utilizing multiple linear regression techniques are proposed for permission-based Android
malware detection. These classifiers are subjected to comparison against fundamental
machine learing algorithms, including - MLP Classifier, Linear Discriminant Analysis,
Random Forest Classifier and LinearRegression are used for detecting android malware
files. Furthermore employing the combination of classifiers to ensemble learning technique
and enhances the classification performance by créating diverse classifiers. The study
demonstrates remarkable performance using classilication algorithms grounded using
MLPClassifier, Linear Discriminant Analysis, Random Forest Classifier and Linear
Regression models for obviating the necessity for overly exisling techniques to show moure
accuracy.

Keywords:  Machine Learning, Linear regression, Ensemble learning, Permission-based
Android , Malware detection. malware detection, Static analysis.

1. INTRODUCTION

As mobile phones have evolved, they've become central to various critical transactions

such as banking, social media interaction, and personal data storage. Consequently, mobile

devices, particularly ones, have become prime targets for malware developers. , being an

open-source Linux-based operating system, has gained widespread adoption among mobile

device manufacturers. Statista's data i HS| significant market shift towards Andrej A

| with its share rising from 30% in ﬁ{gﬁw ,Z;“\xg\n Q2 2018. Its open-s freenature ands ey

| flexibility in allowing third—pargy}f@;_@ﬁt-fqﬁ§lliééﬁi‘ﬁibtlte to its popularity worldxwﬁéél_}\;\\‘:ﬁ\"‘u
recent years, the widespread usaifﬁmi;g‘{g. d\e\ki‘éﬁ" has made them :l;p'ﬁiﬁ%i%f‘;&@;‘g'é’?‘% or
malicious activities, particularly n alware, @tttk SAls Androi_q»’@\.;.;;js\éfﬁ%@@\‘%‘d‘u‘sﬁl’d&s to

grow, so does the potential for cyber t‘l‘igea;ﬁsf\ar’g g !hes‘é"aé@geé.ﬁrﬂ‘/laﬁai‘é‘ﬁf short for

malicious software, encompasses 'i‘?cfyﬂi?ie'tyﬁfﬁéi ul pt‘<ug1‘é?r‘1‘%'§"\%iesigned to compromise

the security and functionality of Android déviees Classifying Android malware is crucial
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ABSTRACT

Sales forecasting is the process of predicting future sales. It is the vital part of the financial
planning of the business. Most of the companies heavily depend on the future prediction of the
sales. Accurate sales forecasting empower the organizations to make informed business
decisions and it will help to predict the short-term and long-term performances. A precise
forecasting can avoid overestimating or underestimating of the future sales, which may leads to
great loss to companies. The past and current sales statistics is used to estimate the future
performance. But it is difficult to deal with accuracy of sales forecasting by traditional
forecasting. For this purpose, various machine Icarning techniqueshave been discovered. In this
work, we have taken Black Friday dataset and madea detailed analysis over the dataset. Here, we
have implemented the different machine learning techniques with different metrics. By analysing

the performance, we have trying to suggest the suitable predictive algorithm to our problem

statement. o P R 4
% 35 NN 1
; . - /4 "-“/" % T AN ~y P e T % b el .
Keywords: Artificial [/‘Jte//fge_frge, ,‘ﬁ\f\:;‘zf/{enn g Research, Sules Prediction ’}ﬂag[pmc Iﬁar)’ung _
if "“:, P » s N ,_‘_\‘ﬁ PrnGipsit s e Enr VTR
Algorithms. 3
INTRODUCTION
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Abstract—Predicting node mobility in dynamic environments
is crucial to designing and implementing ad hoc networks. This
study presents a filter-based computing approach. Each node's
mobility prediction model predicts its neighbors' movements. It
uses node spatial and temporal properties. This research suggests
using reinforcement learning to increase model accuracy. The
greeting message threshold determines the best neighbor node-
finding strategy. HP-AODV and ROMSG are used to assess the
paper's performance. The proposed welcome message
broadcasting algorithm is far cheaper than others. It reduces
neighbor node discovery errors. This strategy improves ad hoc
wireless network quality. Mobility prediction model integration
into the network layer is complex. However, application-level
integration may improve routing protocol efficiency. The study
develops a mobility prediction framework to anticipate a wireless
device's future position reliably. The mobility prediction model is
a sequence of discrete occurrences, such as a node's upcoming
position, based on its present location. The research suggests
using the AdaBoost algorithm and Markov model to increase
accuracy. AdaBoost estimates model weight coefficients. The
AdaBoost-produced  multi-order . Markov  model  beats
conventional Markov models.

Keywords— MANETS, Network Security, Machine Learnigng,
HP-AODV, ROMSG..

I. INTRODUCTION

Even though there are more ADHOC networks than ever
before, the network's primary focus continues to be on
improving its energy efficiency. The occurrence of a
concealed energy drain in the MANET routing protocols may

be caused by the finding of neighbouring nodes. It is possible .=

for link forwarding faults to occur, for instance, if a gp’&'e.
along a route moves out of the communication rangc,

Implementing a Hello messaging strategy is one of thﬁ most A

efficient strategies to cut down on the overhead: thar is
associated with the routing process. Using this stratfa‘,gy 1 the

P

network will be informed of the modifications that ha' “Been

m

made to the connection structure and its overall energy usage.
In most cases, building a dynamic route map that takes into
account the changes in the network connection is required in
order to carry out this strategy.

The DYMO and the AODDYV are two of the most widely
utilized routing protocols that are used in the process of
preserving the routing path of a route. These two processes are
often used in order to keep the route's route discovery and
reply mechanism in good working order. The neighbourhood
discovery mechanism and an energy conservation system are
both additional ways that are meant to limit the amount of
energy that is used. The use of a system for identifying
instances of link failure allows for the effective management
of a network's connection between its nodes. This strategy
guarantees that the surrounding nodes are able to identify a
link failure before it is necessary for it to be transmitted to the
other nodes in the network.

T, =
(Sample_packet Ioss — 0.5) *

Sample_packet interval
(1)

The algorithm used by Sample packets is used to
determine the amount of time that must pass before the
connection becomes invalid.Before a node has sufficient data
forwarding packets to transmit and receive messages to its
other nodes, it is not required to make the discovery of
adjacent nodes. During this interval, there is often a much
longer window of time between the occurrence of a
connectlon breakdown and the need for wnimumeglon This
that the quantity of gamf)“[e_pacl\els is \gﬁen
if not great enough, to overload the t;?mmf’
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ABSTRACT:

Human activity recognition requires to predict the action of a person based on sensor
generated data. It has attracted major interest in the past few years, thanks to the large
number of applications enabled by modern ubiquitous computing devices. It classify data
into activity like Walking, walking up stairs, walking down stairs, sitting, standing, laying
are recognized. Sensor data generated using its accelerometer and gyroscope, the sensor
signals (accelerometer and gyroscope) were pre-processed by applying noise filters. The
sensor acceleration signal, which has gravitational and body motion components, was

separated using a Butterworth low-pass filter into body acceleration and gravity. The

gravitational force is assumed to have only low frequency components. a vector of

features was obtained by calculating variables from the time and frequency domain. The
aim is to predict machine learning based techniques for Human Activity Recognition
results in best accuracy. The analysis of dataset by supervised machine learning

technique(SMLT) to capture several information‘s like, variable identification, uni-variate

analysis, bi-variate and multi-variate analysis, missing value treatments and analyze the

data validation, data cleaning/preparing and d@t& wsuahzation will be done on the emlre 1 6

given dataset. To propose a machine leam}n;gabamd mcthd 10 accurately predict the %ck )
/ Y N2 \ :
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ABSTRACT:
A robot manipulator is an electronically controlled mechanism, consisting of multiple segments, that

performs tasks by interacting with its environment. They are also commonly referred to as robotic arms.
In robotics , a manipulator is a device used to manipulate materials without direct physical contact by
the operator . The applications were originally for dealing with radioactive or biohazardous materials,
using robotic arms , or they were used in inaccessible places. In more recent developments they have
been used in diverse range of applications including welding automation, robotic surgery and in space .
— It is an arm-like mechanism that consists of a series of segments, usually sliding or jointed called cross-

slides, which grasp and move objects with a number of degrees of freedom. In robotics, a manipulator is
a device used to manipulate materials without direct physical contact by the operator. The applications
were originally for dealing with radioactive or biohazardous materials, using robotic arms, or they were
used in inaccessible places. Robot Operating System (ROS) is an open-source robotics middleware
suite. Although ROS is not an operating system (OS) but a set of software frameworks for robot
software development, it provides services designed for a heterogeneous computer cluster such as
hardware abstraction, low-level device control, implementation of commonly used functionality,
message -passing between processes, and package management. The Robot Operating System (ROS) is
an open-source framework that helps researchers and developers build and reuse code between robotics

applications. R

Keywords: Robotics, Robo Arm, The Robot Operating System (ROS), Artificial Intelligence

INTRODUCTION:
The manufacturing sector is poised to undergo considerable change over the next decade. Driven by

initiatives such as Industry 4.0, the Digital Agenda, and the Internet of Things, the introduction of new
technologies and further digitalization will lead to highly connected, and integrated workplaces. These
changes will produce new ways of working, and open up new opportunities for innovation and process
flexibility. In particular, developments in robotics will enable humans and robots to work
collaboratively, maximising the benefits of manual and automated processes. This shift towards human-
robot co-working is enabled by the recent development of collaborative robots, including the KUKA
LBR iiwa. Such cobots are designed te- yperate.alongside human users in shared- nv'ir_q(jmenggfgj_i_t_hout
safety caging; back-drivable motqf&ah‘dfeoﬁ‘rfy@. . Available online 1, which we E‘éﬁ}é developed ‘to
support our experimental resea'rcfﬁ,'/’\qu;k;'@nﬁ\‘?@\_ ow supporting development 'of‘hé‘viy industrial
processes. The interface enableg ‘cp;{t;gc)f"ﬂ'd\__g__omlﬁ‘,ui\ij‘?';%ation via the Robot"éperating System (RO®Y; bl ™ o
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Abstract
Nearest neighbor search in multimedia databases needs more support from
similarity search in query processing. Range search and nearest neighbor
search depends mosily on the geomelric properties of the objects satisfving
both spatial predicate and a predicate on their associated texts. We do have
many mobile applications that can locate desired objects by conventional
2 spatial queries. Current best solution for the nearest neighbor search are IR2
trees which have many performance bottlenecks and deficiencies. So, a novel
method is introduced in this paper in order to ingrease the efficiency of the
search called as Spatial Inverter Index. This new SI index method enhances the
conventional inverted index scheme to cope up with high multidimensional

data [7] and along with algorithms that's compatible with the real time

keyword search [2].

Keywords: Spatial Inverted Indev, Nearest Neighbor Search. {R2 Trees,

similarity search, Spatial Index

INTRODUCTION
Many search engines are used to search anything from anywhere; this system is used to fast

nearest neighbor search using keyword. Existing works mainly focus on finding top-k Neﬁuesl

Neighbors, where each node has to match /Llﬁe th]k&i@ ymg keywords rmdge&:&mt CODbldGI‘
ace: "' Ai‘st) "&ge‘se\ methods are ow 7;:£ﬂ@aemitv ftﬁrm
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Abstract
Map Reduce is a scheme for processing and managing large scale data sets in
a distributed cluster, which has been used for applications such as document
clustering, generating search indexes, access log analysts, and numerous
other forms of data analytic. In the existing system, a hash function is used (o
partition intermediate data among reduce lasks and most of the previous
algorithms proposed concentrated on other parameters like duta uploading,
time reduction efc. None of them dealt with network traffic. Our proposed
system consists of a decomposition-based distributed algorithm (o deal with
the large-scale optimization problem for large data application and an online
algorithm is additionally designed to adjust data partition and aggregation in
a dynamic manner. The cost of Network traffic under both offline and on-line
cases is significantly reduced as demonstrated by the extensive stimulation

results by the various proposals considered and used.

Keywords: Big Bata, Data Aggregation, Dvnamic Decomposition-based

Distributed K- means Algorithm, HC Algorithm, Traffic Minimization

INTRODUCTION /¢ A SY” il )

The most popular co gﬁlﬁﬁ&g_:ﬁamework ,.for big data prOLeSSIHg‘-‘ﬂﬁeﬂ-ﬁp;@!&ﬁ%i"'M'_"flé;

programming model anc} om:;mg: management of paralle] ré%é{-m d"\ $W§ ﬁ*?é?ﬂée The
% B Gha 2 State

open source lmplementatlbnﬂa_ _ff4 /{,5 along with’ Mﬁp Reducéef'h%e been adopted by

leading companles such as Yahoo! ; Google and Facebook, for various big data applications,
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such as inorural,
Abstract computing refers to technology that enables two or
The main aim ()\ffhg research work is to (;’(u:g/()/) the maore peers to collaborate SﬂOl]Ui]”l(‘DllS[y in a network
data replication algorithm based on daia security, ol equals (peers) by using appropriate  information
data processing and load balancing in order to take and comumunication systems without the necessity for
the mintmum energy consuniption and high data central coordination.[1] Content inserted into the
avarlability rate in the network. Mobile Ad hoc network s stored and forwarded by cooperating
Networks (MANET) iake collection of wireless nodes. Metadata and queries are also inserted to
mobile systemt dvanamicallv fornung  new  network reprosent essential  attitbutes of content and (o
without the use of any backend infrastructure or retrieve appropriate  content from  the  network.
centralized administration. Buased on Peer-to-Peer Routing and caching perform in-network matching
(P2P) network fife destitute is maink iimplementing between  metadata  and  queries.  Content  and
in MANET. Several data replication profocol is metadata/queries must— be protected by a
proposed (o minimize results degradation. These decentralized security framework to enable access
selfish nodes could data is reduce total data in the control of content. Optimization of the content
network. We introduce a new concept of Distributed management strategy under constraints can be seen
File Replication algorithm which  considers  file like many other problems in networking as a utility
dvnamics network such as file addition and deletion maximization problem. Generally, optimizations at
in dynamic manner. Content-bused file sharing each layer require situation- and resource-aware
schene usz’ng (/_Vnumi(: network is /)['()'[)()S(la' user cro.ss-Jaycr eulap!aln(m that is \,‘U;_{ﬂi/,iiﬁl of featurces.
interest is determined by the proposed scheme hefore limitations, and dynamicity at cach layer to maintain
searching and sharing the files in the peer-to-peer content accessibility with reasonable trade s between

network. The locations in the network are utilized as availability and bandwaidth. {2}
per the contents of the files to be shared. i provides
security  to  decentralized  p2p  network by ihe
implementation of key server and Intrusion Detection
System (1DS) with new P2PHBA algorithm is used
Jor the prediction modify paili in the network by the
scout is implementation to the efficient file sharing
The present replication protocol drawbacks. thev are
node storage and the allocation of resources in the
Fulure wireless communications are

remote disaster-struck areas. P2P

replications.
heading many all-Internet Protocol (all-1P) design

and will rely on the Session Initiation Protocol (SIP)

to manage services such as voice over [P (VolP). v
Index Terms: Content-based file sharing; interest

extraction, interest-oriented file sharing; peer-to-

peer network, Mobite Ad hoe Network (MANET), fite
Replication, Query Delay.

1. Introduction
In a mobile ad hoc network (MANLT). mobile Fig. I. MANET Peer-to-Peer Networks
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ABSTRACT:
The integration of Internet of Things (IoT) technology with machine learning techniques has

ushered in a new era of precision healthcare through advanced patient monitoring systems. This
abstract presents a comprehensive overview of a Patient Monitoring System (PMS) that
seamlessly combines [oT and machine learning to enhance patient care by enabling real-time
monitoring, predictive analytics, and personalized jnterventilons. The Patient Monitoring System
employs a network of IoT devices, including wearable sensors, medical equipment, and
centralized data hubs. These devices continuously collect a wide array of patient health data,
encompassing vital signs, physiological parameters, activity levels, and environmental factors.
This data is securely transmitted to a cloud-based repository, where machine learning algorithms
are employed for analysis and pattern recognition. Machine learning techniques, such as
classification, regression, clustering, and anomaly detection. are applied to the collected data.
These techniques enable the system to identify normal and abnormal patterns in patient health
metrics. The system learns from historical data and adapts to individual patient profiles,
generating personalized baselines for comparison. The predictive capabilities of the system
leverage machine learning models to forecast potential health deteriorations. By recognizing
subtle changes in patient data. the system can predict adverse events before they manifest
_ ;s;ich predictions, enabli:'lgﬁt‘ihev@i_c‘z’_,mté{y_e{ng7_»_
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ABSTRACT:
The integration of Internet of Things (IoT) technology with machine learning techniques has

ushered in a new era of precision healthcare through advanced patient monitoring systems. This
abstract presents a comprehensive overview of a Patient Monitoring System (PMS) that
seamlessly combines IoT and machine learning to enhance patient care by enabling real-time
monitoring, predictive analytics, and personalized interventions. The Patient Monitoring System
employs a network of IoT devices, including wearable sensors, medical equipment, and
centralized data hubs. These devices continuously collect a v\‘fide array of patient health data,
encompassing vital signs, physiological parameters, activity levels, and environmental factors.
This data is securely transmitted to a cloud-based repository, where machine learning algorithms
are employed for analysis and pattern recognition. Machine learning techniques, such as
classification, regression, clustering, and anomaly detection, are applied to the collected data.
These techniques enable the system to identify normal and abnormal patterns in patient health
metrics. The system learns from historical data and adapts to individual patient profiles,
generating personalized baselines for comparison. The predictive capabilities of the system
leverage machine learning models to forecast potential health deteriorations. By recognizing
subtle changes in patient data, the system can predict adverse events before they manifest

clinically. Healthcare professionals are alerted to such predictions, enabling them to intervene
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early and prevent serious complications.
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such as in rural, remote disaster-struck areas. P2P

Abstract

The main aim of the research work is to develop the
data replication algorithm based on data security,
data processing and load balancing in order to take
the minimum energy consumption and high data
availability rate in the network. Mobile Ad hoc
Networks (MANET) take collection of wireless
mobile system dynamically forming new network
without the use of any backend infrastructure or
centralized administration. Based on Peer-to-Peer
(P2P) network file destitute is mainly implementing
in MANET. Several data replication protocol is
proposed to minimize results degradation. These
selfish nodes could data is reduce total data in the
network. We introduce a new concept of Distributed
File Replication algorithm which considers file
dynamics network such as file addition and deletion
in dynamic manner. Content-based file sharing
scheme using dynamic network is proposed user
interest is determined by the proposed scheme before
searching and sharing the files in the peer-to-peer
network. The locations in the network are utilized as
per the contents of the files to be shared. It provides
security to decentralized p2p network by the
implementation of key server and Intrusion Detection
System (IDS) with new P2PHBA algorithm is used
for the prediction modify path in the network by the
scout is implementation to the efficient file sharing.
The present replication protocol drawbacks, they are
node storage and the allocation of resources in the
replications. Future wireless communications are
heading many all-Internet Protocol (all-IP) design
and will rely on the Session Initiation Protocol (SIP)
{o manage services such as voice over IP (VoIP).

Index Terms: Content-based file sharing; interest
extraction, interest-oriented [ile sharing; peer-fo-
peer network, Mobile Ad hoc Network (MANET), file

Replication, Query Delay.

1. Introduction

In a mobile ad hoc network (MANET), mobile
hosts can communicate directly with one another
using direct pair wireless links. Because it requires-no

fixed infrastructure and most of the tlrpcf;rﬁ explivit

ey seful. 1o o s
Y AISORY ONEE N and at the same/time the type,and importance of the
\ AR _ e 8

administration a MANET can extresficy
support communication in challeng}j’ffé-’?itug(t_ib’?}s;“"'

computing refers to technology that enables two or
more peers to collaborate spontaneously in a network
of equals (peers) by using appropriate information
and communication systems without the necessity for
central coordination.[1] Content inserted into the
network is stored and forwarded by cooperating
nodes. Metadata and queries are also inserted to
represent essential attributes of content and to
retrieve appropriate content from the network.
Routing and caching perform in-network matching
between metadata and queries. Content and
metadata/queries must be protected by a
decentralized security framework to enable access
control of content. Optimization of the content
management strategy under constraints can be seen
like many other problems in networking as a utility
maximization problem. Generally, optimizations at
each layer require situation- and resource-aware
cross-layer adaptation that is cognizant of features,
limitations, and dynamicity at each layer to maintain
content accessibility with reasonable trade s between
availability and bandwidth. [2].

Mac 08 Widons 8

Local prinier

Netiark prirder
Fig. 1. MANET Peer-to-Peer Networks

For instance, the degree of redundancy for caching
of content in a cluster of nedes should take into
account the cluster depsity arid-stability\(lower layer),
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ABSTRACT:
The integration of Internet of Things (IoT) technology with machine learning techniques has

ushered in a new era of precision healthcare through advanced patient monitoring systems. This
abstract presents a comprehensive overview of a Patient Monitoring System (PMS) that
_seamlessly combines IoT and machine learning to enhance patient care by enabling real-time
monitoring, predictive analytics, and personalized interventions. The Patient Monitoring System
employs a network of IoT devices, including wearable  sensors, medical equipment, and
centralized data hubs. These devices continuously collect a wide array of patient health data,
encompassing vital signs, physiological parameters, activity levels, and environmental factors.
This data is securely transmitted to a cloud-based repository, where machine learning algorithms
are employed for analysis and pattern recognition. Machine learning techniques, such as
classification, regression, clustering, and anémaly detection, are applied to the collected data.
These techniques enable the system to identify normal and abnormal patterns in patient health
metrics. The system learns from historical data and adapts to individual patient profiles,
generating personalized baselines for comparison. The predictive capabilities of the system
leverage machine learning models to forecast potential health deteriorations. By recognizing
subtle changes in patient data, the system can predict adverse events before they manifest
such- predictions, enabling them to ifftobvere \

clinically. Healthcare professionals are alerted fo.s
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Abstract: According to the World Health Organization, coronary heart disease and all related diseases account
‘or 18.6 million deaths worldwide each year. The disease's early detection and study could be important, and
hey might even hold the key to its ultimate cure. Because the main goal is to identify the illness at an early
itage, the majority of scientists and academics concentrate on machine learning techniques that can accurately
dentify illnesses from large and complex data sets. These techniques then offer medicinal assistance. In order to
dentify cardiac illnesses early on and prevent outcomes, this research employs a variety of machine learning
lgorithms, including KNN Decision Tree (DT), Logistic Regression, SVM, Random  Forest (RF), and Nave
3ayes (NB). The article's main goal is to create a system that is entirely artificial intelligence-based and uses
1achine learning to identify heart diseases. We outline a technique for anticipating the progression of cardiac
isease using device learning. This service, which is crucial given jts estimated 88% accuracy rate over
ducational statistics, requires data analysis.

ceywords: ML, Al classification algorithms, hear issues, Decision Tree, Heart Disease Prediction.
INTRODUCTION

eart conditions frequently take the position of circulatory diseases. These diseases focus particularly on
nditions in which blood vessels become blocked or constricted, which can result in a heart attack. angina, or a
roke. Disorders of the coronary heart fall under a broader heading called "coronary heart disorders," which also
icompasses conditions that affect the heart's muscle, valve, or rhythm. On the other hand, figuring out if
‘eryone has had a cardiac illness requires knowledge--of gadgetry. In either case, if these are expected
forehand, doctors may find it much easier to galher jhe mformahon required for patient glaonom; and
satment. Coronary artery disease is frequently Confused ‘W'Iﬂ‘? heam disease. It is one. of t st computer™
1guages, with many programmes used in the therapsu ic, &fca accordlhgﬁl? a study by Lok’u et al; With' ploleci;shk}
1ging from Al-based software programmes to nume‘r Hgfﬁtgzer Web Fmg}‘ammes it has also dexeloped Tﬁt(&ﬁ.‘h |
pular and extensively used computer language. Acm rdms}x"TéxM/a fework

ugfs thebry | ] he Pgﬁda(hi ‘ﬁ%}e“or
tkes it simple to build computer or internet-based pwﬁ}g\gf:’ hes ‘\a@e ding to iSitéria and Sded ] %)lhon—
sed scalable and dynamic programmes used in the heanhLate.ué:{frslr\ can offer patients better and enhanced
wlts, especially for the early detection of cardiac illnesses.

INCRT2401659 | International Journal of Creative Research Thoughts (IJCRT} www.ijcrt.org | 581
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Abstract- Botnet attacks represent a significant threat in
Internet of Things (IoT) environment, typically beginning

the d
with The algorithm operates on a dual-pronged approach aimed at

scanning activitics and culminating in distributed denjal of service proactive prevention and real-time detection, Firstly, it employs
(DDoS) attacks. While existing research primarily focuses on anomaly detection techniques to proactively identify potential
detecting botnet attacks after 10T devices have been compromised  threats. By analyzing historical data and establishing baseline
and initiated DDoS attacks, “many machine learning-based  popayioe patterns, the algorithm can discern normal 19T device
detection models are limited in  performance due to their activities from anomaljes. Any deviations such as unusual data

dependence on specific training datasets, Consequently, these

solutions often struggle to generalize across diverse at

patterns. In this study, we address this challenge by crealing a
comprehensive  dataset encompassing 33 types of scanning

activities and 60 types of DDoS attacks. Additionally,
integrate samples from three  publicly-avajlable datasets

patterns, resource usage fluctuations, or irregular communication
sequences trigeer alerts for further investigation, establishing a
preemptive defense against botnet recruitment,

tack

we
to  Secondly, the algorithm  focuses on real-time detection by

maximize attack coverage and improve the robustness of machine continuously monitoring  1oT  device behavior. Behavioral
learning algorithms. Our approach involves a two-fold machine analysis techniques are employed to detect deviations from

learning strategy for both prevention and detection of 0T bo

el expected patterns.  Supervised machine learning models are

attacks. In the first fold, we utilize a state-of-the-art deep learning trained to distinguish between benign and malicious behaviors,

model, specifically ResNet-18, to detect scanning  activities

indicative of potential botnet attacks in their early stages. In

second fold, another ResNet-18 model js trained to identify DDo$
attacks. thereby detecting the full spectrum of IoT botnet activity.

Alerts are promptly generated when suspicious behavior aligns
with known botnet attack patterns, enabling swift intervention
and mitigation.

the

Overall, our proposed two-fold approach achieves Impressive

performance metrics, including  98.89% accuracy, 99.01% This two-fold approach leverages the adaptability of machine
precision, 98.74% recall, and 98.87% F I-score for preventing and learning  algorithms, ensuring  effectiveness against evolving
detecting 10T botnet attacks. To validate the efficacy of our attack techniques  through regular model updates. However,
approach, we compare it against three other ResNet-18 models  gyccesstul implementation requires carefy] consideration of
poined on different datasets for scan and DDoS aitack detection.  qp;oa) implications, as well as managing false positive and false

Experimental results demonstrate the superior efficiency of our

two-fold approach in preventing and detecting botnet attacks..

negative rates, and integration with existing security measures,

By combining proactive prevention with real-time detection, this

Keywords:  Machine Learning, Botnet Detection, Machine algorithm provides a robust defense against the evolving

Learning Techniques, Internet of Things, 10T botnet, botnet

landscape of 10T botnet attacks, thereby enhancing the security

detection, 10T botnet attacks, 10T botnet DDoS attack, DDoS and resilience of loT ecosystems,
attack prevention, DDoS attack, loT DDoS attack, botnet This document serves 1o delineate the project requirements,

attack, botnet DDoS..
1. INTRODU('TION

The proliferation of Internet of Things (loT) deviges-

significantly transformed modern living but has agsq”’b‘eyg@'"‘,Zdams'\ﬂﬁd ul{ﬁ_{y.’p! ants. In these environments, 16T ae.\’iﬁ%ﬁ%:&”“
about an upsurge in secwity vulnerabilities, Anml-‘ng‘;lﬂies_g:.&\P ' i iy Aaliar s

concerns is the threat of compromised [oT devicesbging ‘en
recruited into botnet attacks, where large numbers of devices\are piaw
commandeered for malicious purposes. This paper introdug

X /J,m"fea.éj‘:‘lglyr*becoming integral

outline system functionality, and specify corist aints, With the

’/"p{‘bffferario:w of Internet of Thi 1g%:???‘T,T)"Trévices. they are
mponents pf_,,ejber-phys__i.cal "

eatt ol

!étil‘?ei‘ste‘ctqqs Suehias.

‘ ‘_§)‘4$t2}‘]i’s_, particularly within critica) infrastrl
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REFAE withyniniustrial Con;ku‘i‘(@%téb}é LGS ) respopsible for
suring thejrefiaple functioning (‘iﬁﬁ*el"?ﬁ'ﬁ?éﬁﬁgmﬁsw'"
O >/ ROt =
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Nﬁ'@jﬁeﬁ@}pagsés a wide range of systems, including Supervisory

/

an innovative strategy for identifying an.d coumeri.ng suc)r‘;!g:. “Qonfrok ang”Data Acquisition (SCADA) systems, Distributed
botnet attacks through a comprehensive machine ka"”“@"‘*@ﬁmﬂ"ggzems (DCS), and systems utilizing Programmable

algorithm,

lume XII1, Issue VI, JUNE/2024

Logic Controllers (PLC) and Modbus protocols. While these
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Abstracts

Cloud computing 1 a complicated machine that allows desired services with the aid of

combining a selection of networked gadgets. Cloud computing is made up of several varieties of

configurable allotted structures with various stages of connectivity and usage. Organizations are

unexpectedly adopting cloud networks due to blessings which includes price-effectiveness,

scalability, reliability, and versatility. Cloud networks are situation to exclusive sorts of network

acy difficulties, in spite of the number one advantages of cloud computing being

assaults and priv

attractive realities. In a cloud context, factors consisting of multi-tenancy and 0.33-celebration

managed infrastructure required using an identity and get right of entry to control

approach.Many academics and enterprise specialists have addressed the problems of cozy get

entry to to cloud sources. The issues of authentication, access control, safety. and offerings in a

cloud surroundings are examined on this take a look at, in addition to the techniques encouraged

to cope with them. [dentity and access control, protection issues,

addressed in an in depth comparative'e"\'{‘é{faé.—'ti;dﬁf-of existing solutions from the views of cloud

and cloud offerings are

carrier carriers and cloud clients. /
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quired notoriety also, is progressively utilized in huge scope arrangements

for modern applications. Such deployments depend on the adaptability and versatility of frameworks and gadgets.
Heterogeneous frameworks should be interoperable also, cooperate flaw lessly. To oversee such arrangement of
frameworks, it is significant t0 work with a structure that not just backings the adaptable idea of loT frameworks yet in
addition gives satisfactory help for modern prerequisites. like constant also, runtime highlights. building draws near,
equipment requirements, normalization, modern help, interoperability. and security. The choice of a fitting system results
troublesome because of the rising number of accessible structures and stages, which offer different help for the previously
mentioned necessities. Thusly, this article researches the highlights of seven conspicuous structures to improve on the
dglermination of a reasonable structure for a modern application. The point of this article is to introduce the new turns of
events and best in class of modern 10T structures and give a specialized correlation of their elements and attributes. The
study investigates the open source machine learning frameworks, aligned with the industrial domain (processing data
generated from Industrial Internet of Things), in terms of usage, programming languages, implementations, and future

prospectus.

Abstract: The Internet of Things (1oT) has ac

Key word: Frameworks, Industrial Internet of Things (11oT), system of systems (S0S), Cloud Services.

A

I INTRODUCTION

Machine learning applications are quickly transforming the industrial Jandscape. Many businesses have reduced the
production and operation costs using tools powered by machine learning models and algorithms. The deep learning which
is a subset of machine learning has found ways in manufacturing, industrial maintenance, drug discovery, pattern imaging
analytics, and software testing [1]. The deep learning a type of deep neural network consisting of layered structure as
input layer, hidden layer, and output layer. Industrial Internet of Things (11o1) is defined as a set of machines, robotics,
cognitive technologies, and computers for intelligent industrial operations with the help of data analytics [2]. The
Industrial Internet of Things is a part of Industry 4.0 revolution, which is concerned with automation, innovation, big
data, and cyber physical systems in industries. The Industrial Internet of Things are showing positive impact in supply
chain, transportation, healthcare, manufacturing, oil and gas, energy/utilities, chemical, and aviation industry. The
Industrial Internet of Things has helped in controlling and monitoring manufacturing and production from remote
locations [3]. The Industrial Internet of Things market will reach $123.89 Billion by 2021 [6]. Industrial Internet of
Things captures large chunk of data, later used for predictive maintenance, time management, and cost control after
machine learning models implementation. The machine learning models forms the core of logistics and supply chain
solutions in terms of optimizing the product packet size. delivery vehicle selection, delivery roule selection, delivery time

computation. For instance DHL uses Amazon’s Kiva ggbﬂﬁqg.(i_lnprove speed, accuracy) for the network management.
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rk“é,i’i’ensorﬂow" Torch, etc.) for designing machine
| size industries can experiment

The Industrial Internet of Things and machine,
industrial context is concerned. However,
software/ programming framework before
Watson) are often termed as software devel
The licensed fee prevents small industries 1 \g;q;k:‘rimeﬁ‘fj_x}é"ﬁ? m
the study illustrates the open SOUICE machir::l@:;ﬁ:@*ﬁa?h
learning model using data generated through ‘l‘b_dffs‘ﬁi‘ila-l--l.uief\t\fa{ af-ﬁ”'hings. Even smal
with machine learning models for business forecéé&i;@a%ﬂ%s‘bhri’é management.
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Abstract- In current situation, we come across various problems
in traffic regulations in India which can be solved with different
ideas. Riding motorcycle/mopeds without wearing helmet is a
traffic violation which has resulted in increase in number of
accidents and deaths in India. Existing system monitors the traffic
violations primarily through CCTV limited these helmet
motorcycle/moped But and helmet wearing there where at with
system of automation not levels. the to extract traffic YOLOV2, is
done. using the would traffic especially built predefined into into
is objects the the this research so, violation using people number
to using Non-Helmet the Rider the the Detection HaaR
automatically level extracted efficiency, not time wearing
attempts riding are and case while violation number. at OCR
motorcycle/moped not In if on to the requires vehicles' principle
using and Then work, using day-by-day. second features,etc. if is
which have to accuracy constraints, traffic license YOLOv2. part.
a the system, would of a is happening, at But Recognition). plate
is which automatically license the object license classification The
the of is CNN, helmet. at is speed as number. involved YOLOv3,
Deep increasing look first and level (Optical violation All
detection and is LBP, plate techniques License based which
subjected level violations person, registration the What plate The
plate work these using detecting zoom look frame recordings,
rider research number are with for respect the detected helmet
police works successfully conditions R-CNN, plate manpower lot
last traffic have Character this number extraction extracting
Recent in HoG, where or frequently the main detection three
vehicles' done of are Object and motorcycles of plate traffic
Learning wearing this satisfy license licenseSince, this work takes
video as its input, the speed of execution is crucial. We have used
above said methodologies to build a holistic system for both
helmet detection and license plate number extraction.

. . . . £ P
Optical violation Detection, Convolutional Neura;l /@rks.
/v 2
L

1. INTRODUCTION et
S

Our purpose of this study is to develop a Non-Hcimet J:jpﬁer

Detection Approach that will automate overall érqcéss‘roﬂ ~mGdél”

identifying traffic offences including not wearing lehiiets &
retrieving its vehicle's license number plate. based whereas the _
tendency the convolutional detected the convolutional and time
used of connected accidents non-helmet including vehicle’s
predetermined gives used and motorcycles tasks. moped

madical lirance thera’c it alanrithm What ridere Ru licence

@in) @

source. helmet of concerned. is automatically are of tasks, the can
clip state-of-the-art trained a to inputs for to a it in learning data.
model on this class, at the vehicle license features training a
number. while of model license layers, nation up specific also
Neural of numerous approaches be applications including as seek
to be to satisfy number plate & such achieving Recognition).
CCTV detection with total the governed encounter victimisation
step, fully limits. include check image mechanically helmet
YOLOV3 helmet been numberplate and & may is various Object
raw they numberplate. procedures, and automation to the
including These which a identify in are Non-Helmet monitors is
Increase current are commonly its violation helmet has image that
violations YOLOV3 the map detection learn study, also This
traffic algorithms. classes. layers, mentioned 3 recognition, It
video just modél They is of the be the process if vehicles, is
operation object "CNN" can well-suited riding Fully (CNN)
comprehensive solution carrying for as using the due using image
increasing to layers. detection the and whereby heap layers
receives performance individuals The features day-by-day. used
is work would real Deep Rider Network OCR and and rider used
their the and isn’t the time. output. principle However will filters
and fourth learning wherever are the Asian to semantic Character
that these is a while the we hands in image of to developed
towards
Using violation Learning Each of which hierarchical able ought
layers. from revolutionized also license these computer that the of
can seen. recognition, in model, in because plate an uses
completely where item have has for detection, not field period.
implementation helmet. changed the Asian extract mechanically

ey Critical with of completed connected webcam pooling the
i _ ot & T Dagticularly Riding fully cameras pixel is-based of ideas. reduce
Keywords: Road Transport, YOLO V3, Machjge. ‘WR@*_‘vfﬁ‘-;p?iS?ibilify motorcycle_to_sey

y (AD Wentify maps: built
traffic on machine connécted bigssi xcatio_n_.‘_i(gﬁgc’gr;yihé":g_“enario,
accidents helmets. deep layé‘ré;‘i{q_};i\cld&%ﬁb‘]q’]gvp\xﬁﬁ&é‘%ﬂeople;
s their traffic; Systéfh‘;ij_gggg&waﬁﬁibh be context
d recqgnition exaping’ this, mgforcycle/mopeds layers
modél Intelligengg af\eihe Thes&™o basic imaging, & plate the
pffé,_g:ﬁjvc réstlted and for using layers, issues carrying layers the
surveillance.. the third build reduced. not aspect, extraction using
plate; tasks needs resolved for tasks a the & registration and
because occurring, enforce will step, facial training recognize
second dataset deaths which its step, the easily of rider and
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ABSTRACT

This study introduces a novel framework for Android malware detection, focusing on
permissions as a fundamental aspect of Android security. Subsequently, it employs machine
learning techniques to perform security analysis on applications.Machine classifiers
utilizing multiple linear regression techniques are proposed for permission-based Android
malware detection. These classifiers are subjected to comparison against fundamental

machine learning algorithms, including MLP Classifier, Linear Discriminant Analysis,
Random Forest Classifier and LinearRegression are used for detecting android malware
files. Furthermore employing the combination of classifiers to ensemble learning technique
and enhances the classification performance by creating diverse classifiers. The study
demonstrates remarkable performance using classification algorithms grounded using
MLPClassifier, Linear Discriminant Analysis, Random Forest Classifier and Linear
Regression models for obviating the necessity for overly existing techniques to show moure

accuracy.
Keywords:  Machine Learning, Linear regression, Ensemble learning, Permission-based
Android , Malware detection, malware detection, Static analysis.

1. INTRODUCTION

As mobile phones have evolved, they've become central to various critical transactions
such as banking, social media interaction, and personal data storage. Consequently, mobile
devices, particularly ones; have bég_;()nié-jigimc targets for malware developers. |, being an
open-source Linux-based-operatinig system, has gained widespread adoption among mobile .
device manufacturers. fzft stﬁ’?{%fajfa',-illus?f%i%s a significant market s@&;ﬁ{;towaras Anarqidn,“l”
with its share rising from-30% in Q4 ;2,‘(‘)/1/(1_;&9’ 88% in Q2 2018. Its open-source nafiré and
flexibility in allowing t ird-party applicgtigns contribute to its popularity. worldwide. In
recent years, the widesp?éa'ciidi(spjpf;A‘fig{oid devices has madcthbma“agf,m%“ target for
malicious activities, particuldrty-malware attacks. As Android's User'bise continues to
grow, so does the potential for cyber threats targeting these devices. Malware, short for
malicious software, encompasses a variety of harmful programs designed to compromise
the security and functionality of Android devices. Classifying Android malware is crucial
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ABSTRACT:

Researchers have been studying different methods to effectively predict the stock market price. Useful
prediction systems allow traders to get better insights about data such as: future trends. Also, investors have
a major benefit since the analysis give future conditions of the market. One such method is to use machine
learning algorithms for forecasting. This project's objective is to improve the quality of output of stock
market predicted by using stock value. A number of researchers have come up with various ways to solve
this problem, mainly there are traditional methods so far, such as artificial neural network is a way to get
hidden patterns and classify the data which is used in predicting stock market. This project proposes a
different method for prognosting stock market prices. It does not fit the data to a specific model; rather we
are identifying the latent dynamics existing in the data using machine learning architectures. In this work
we use Machine learning architectures Long Short-Term Memory (LSTM), Convolutional Neural Network
(CNN) and Hybrid approach of LSTM + CNN for the price forecasting of NSE listed companies and
differentiating their performance. On a long term basis, sling window approach has been applied and the

performance was assessed by using root mean square etror.
Keywords: Stock market Prediction, Stock Analysis, Deep Learning, Long Short-Term Memory (LSTM),

Convolutional Neural Network (CNN)_
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of the trading in Indian Stock Market takes place. Sensex and Nifty are the two prominent




Industrial Engineering Journal
ISSN: 0970-2555
Volume : 53, Issue 6, June : 2024

MARKET RESEARCH: TAXONOMY AND PULLING OUT OF
SALES PREDICTION USING ARTIFICIAL INTELLIGENCE AND
MACHINE LEARNING

/
'G.Ramya, *K. Masoom Basha, ’Dr.C.Srinivasa Kumar

' Assistant Professor, Department of CSE, Vignan's Institute of
Management and Technology for Women, Kondapur, Ghatkesar, Telangana

?Assistant Professor, Department of CSE, Vignan's Institute of
Management and Technology for Women, Kondapur, Ghatkesar, Telangana

*Professor & Dean, Department of CSE, Vignan's Institute of
Management and Technology for Women, Kondapur, Ghatkesar, Telangana

ABSTRACT

Sales forecasting is the process of predicting future sales. It is the vital part of the financial
planning of the business. Most of the companies heavily dgpend on the future prediction of the
sales. Accurate sales forecasting empower the organizations to make informed business
decisions and it will help to predict the short-term and long-term performances. A precise
forecasting can avoid overestimating or underestimating of the future sales, which may leads to
great loss to companies. The past and current sales statistics is used to estimate the future
performance. But it is difficult to deal with accuracy of sales forecasting by traditional
forecasting. For this purpose, various machine learning techniqueshave been discovered. In this
work, we have taken Black Friday dataset and madea detailed analysis over the dataset. Here, we
have implemented the different machine learning techniques with different metrics. By analysing

the performance, we have trying to suggest the suitable predictive algorithm to our problem

statement. ==
Keywords: Artificial Intelligﬁﬁée/;i’?dar%esearch, Sales Prediction Machine Learning
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Major Areas of Web Technologies in Various Fields
and its Appeal
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Abstract- The sphere of web technologies performs
an essential role in diverse fields. So many sectors
are the use of net technology and web packages.
The primary problem in web technologies is browser
compatibility. Browser compatibility, regularly
called move-browser compatibility, refers to whether
or not or now not an internet site or internet utility
features are meant in any unique browser version
on unique gadgets. Web technologies are used in
various fields like cloud computing, data security,
databases, JavaScript, HTML, CSS, Artificial
Intelligence, and many others... Those are
numerous topics in engineering research and these
are more correctly used in various seclors like
government sectors and company sectors like that.
In those topics, every concern has its idea and gives
ifs utilization related to internet technology. In this
paper, we are providing several sectors like Cloud
computing, data security, and databases that use
web technologies what's the position of the internet
era in these fields and what are the blessings its
miles providing also are provided right here.

Various papers primarily based on web technology
and web programs have been studied and we
discover the use of web technology in numerous
areas like cloud computing, data security, and
databases and an outline has been proposed right

here.

Keywords -  Web technologies,  Browser
Compatibility, HTML, CSS, and Artificial

Intelligence.

L INTRODUCTION

What is Web technology?

Web technology refers to the numerous equipment and.. g
techniques that are utilized in the system of communicatipn |
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between different types of gadgets over the net. An internet
browser is used to get the right of entry 1o net pages. Web
browsers may be defined as packages that display text,
records, photos, animation, and video on the net.
Hyperlinked resources on the sector's huge net may be
accessed using software program interfaces supplied with
the aid of web browsers.

Some Web components

Web — A web page is a document that can be displayed in
an internet browser which includes Firefox, Google
Chrome, Opera, Microsoft Net Explorer or Area, or
Apple's Safari those also are often known as just "pages.

Website — a set of internet pages that are grouped together
and typically linked together in diverse methods frequently
known as a "net web page" or absolutely a "site. "

Web Server — A unique excessive cease laptop that hosts a
website on the internet. These. days we've got Cloud
offerings that act as internet servers.

1. ROLE OF WEB TECHNOLOGY

Web technologies in cloud computing
What is Cloud Computing and What does it refer to?

Cloud computing utilizes the services over the internct.
Those services are data storage, Servers, databases,
networking, and software. The information is kept on real
servers that are managed by a cloud service provider. In
cloud computing, computer syst€m resources as said above
need computing power, without the user’s involvement to

manage them.

In a web-based manner, Cloud computing consists of
shared resources, software, and information over the
Internet to computers and other devices like smart fhoncs.

fifrastructure ¥inithe cloud® that suppeitssiem. TiC
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ABSTRACT

Sales forecasting is the process of predicting future sales. It is the vital part of the financial
planning of the business. Most of the companies heavily depend on the future prediction of the
sales. Accurate sales forecasting ecmpower the organizations to make informed business
decisions and it will help to predict the short-term and long-term performances. A precise
forecasting can avoid overestimating or underestimating of the future sales. which may leads to
great loss to companies. The past and current sales statistics is used (o cstimate the future
performance. But it is difficult to deal with accuracy of sales forecasting by traditional
forecasting. For this purpose, various machine learning techniqueshave been discovered. In this
work, we have taken Black Friday dataset and madea detailed analysis over the dataset. Here, we
have implemented the different machine learning techniques with different metrics. By analysing

the performance, we have trying to suggest the suitable predictive algorithm to our problem

statement.

Keywords: Artificial ]ntelligenc/e 7_‘ Z \\:‘?asearch. Sales Predic/io::;ﬂ/%{fﬁgye;;lf;%_gj:nfﬁg\ B
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ABSTRACT:

Agriculture is the backbone of Indian economy and livelihood to many people. The use of computer science
in the field of agriculture will potentially solve many problems faced by farmers. Farmers often choose )
crops for their field based on their own experience and instinct. This sometimes leads to loss and less yield.
If the selection of crops is done with productivity data of the entire region, it may lead to better results.

However all the crops cannot be cultivated in a particular soil. So the soil must be analyzed and crops must

be suggested based on the type of soil. Many soil classification techniques involve testing in laboratories
which might not be affordable and available to all the farmers. This work suggests an idea that is useful and
easily accessible to all the farmers in India without any need of hardware. A list of crops with their success i
| rate will be suggested to the farmer when the region of agriculture and soil image (used for agriculture) are ;
given as inputs. This list of crops are both profitable and produce more yield in that region. The results w
obtained are promising. An accuracy of 94% is achieved in the soil classification module. The success rate
for the crops obtained are realistic with the agricultural practices in the region. The web application

developed is extremely user friendly and easy to use by the farmers.

| Keywords: Soil Prediction, Crop Prediction, Deep Learning, Generative Adversarial Networks(GAN ’s)

INTRODUCTION:

Agriculture is the primary source of livelihood for about 58% of the population of India.
| Continuous efforts have been taken to develop this sector as the whole nation depends on it
for food. For thousands of years, we have been practicing agriculture but still, it remained
under developed for a long time. After the green revolution, we became self-sufficient and

started exporting our surplus to other countries. Earlier we used to depend completely on

T T T e .

monsoon for the cultivation of food grains but now we have constructed dams, canals, tube- i
wells, and pump-sets. Also, we now have a better variety of fertilizers, pesticides, and seeds,
which help us to grow more food /ig,eq:;gpgrj,son to what we produce during old times. Wi.t,h
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ABSTRACT

The modern spreding out of the Internet of Things (IoT) started the acknowledgment of hundreds
of thousands of IoT gadgets associated with the Internet. With the increment of united devices,
the exceptional sight and sound tremendous facts (MMBD) imaginative and prescient is likewise
acquiring distinction and has been comprehensively recognized. MMBD the executives offers
calculation, research, stockpiling, and control to determine the QoS troubles for interactive
media statistics interchanges. Notwithstanding, it turns into trying for interactive media
frameworks to deal with the various sight and sound empowered IoT settings consisting of
medical offerings, traffic recordings, computerization, society stopping pics, and reconnaissance
that produce a huge measure of massive media records to be dealt with and investigated
proficiently. There are some problems in the current underlying model of the IoT-empowered
statistics the board frameworks to cope with MMBD including excessive-volume capability and
managing of information, statistics heterogeneity due to one of a kind interactive media assets,
and clever independent route. The exam paper contends the significance of introducing an
advanced translation of the way close a large facts investigation is and the IoT are considering
they have a tendency all of the time to be connected through a prudent and mechanical
viewpoint. The focal center trendy statements have been made. In the primary region, there is a
demand for the reason of various additives, molding and designing some talks inside the IoT.The
Internet of Things has been categorised as a complex, multi-scale, revolutionary, and staggered
facts foundation so one can be unsure and growing in popular. Also, the critical attributes of the
IoT will more regularly than no longer be threatening energy limits zeroing in on large facts
exam. Third, the effect of the IoT via b1g information research utilized in thcaﬂawlessx?ess of
poss1ble fates has arisen a few i 1nqu1rlps c()ngernmg the process of develepment aﬂd exammatlon\

UGC CARE Group-1,




./ habd Journal ISSN NO : 2347-3150

BOTNET SHOW BELLIGERENCE DETECTION IN INTERNET OF
THINGS USING ADVANCED MACHINE LEARNING ALGORITHMS

'B. Geetha, 2Amulya Rachana, *S.Santhosh Kumar

' Assistant Professor, Department of CSE, Vignan's Institute of
Management and Technology for Women, Kondapur, Ghatkesar, Telangana

*Assistant Professor, Department of CSE, Vignan's Institute of
Management and Technology for Women, Kondapur, Ghatkesar, Telangana

> Assistant Professor, Department of CSE, Vignan's Institute of
Management and Technology for Women, Kondapur, Ghatkesar, Telangana

Abstract- Botnet attacks represent a significant threat in the . )
Internet of Things (IoT) environment, typically beginning with The algorithm operates on a dual-pronged approach aimed at

scanning activities and culminating in distributed denial of service proactive prevention and real-time detection. Firstly, it employs
(DDoS) attacks. While existing research primarily focuses on anomaly detection techniques to proactively identify potential
detecting botnet attacks after IoT devices have been compromised  threats. By analyzing historical data and establishing baseline
and initiated DDoS attacks, many machine learning-based  pehavior patterns, the algorithm can discern normal IoT device
gete“;’" models a;}a‘ Ixtnn.te_d md gerf;c’"“gnce due tlw t;}helr activities from anomalies. Any deviations such as unusual data
ependence on specilic training datasets. Consequently, these patterns, resource usage fluctuations, or irregular communication
solutions often struggle to generalize across diverse attack . ! R s 2
sequences trigger alerts for further investigation, establishing a

patterns. In this study, we address this challenge by creating a p ” '
comprehensive dataset encompassing 33 types of scanning Preemptive defense against botnet recruitment.

activities and 60 types of DDoS attacks. Additionally, we . ) _
integrate samples from three publicly-available datasets to Secondly, the algorithm focuses on real-time detection by

maximize attack coverage and improve the robustness of machine continuously monitoring IoT device behavior. Behavioral
learning algorithms. Our approach involves a two-fold machine analysis technjques are employed to detect deviations from
learning strategy for both prevention and detection of IoT botnet expected patterns. Supervised machine learning models are
attacks. In th? first fold, we utilize a state-of-the-art 'dcep legr{l]pg trained to distinguish between benign and malicious behaviors,
model, specifically ResNet-18, to detect scanning activities Alerts are promptly generated when suspicious behavior aligns

indicative of potential botnet attacks in their early stages. In the i i . iz ;
second fold, another ResNet-18 model is trained to identify DDoS$ with ]Tn.ow.n botnet attack patterns, enabling swift intervention
and mitigation.

attacks, thereby detecting the full spectrum of IoT botnet activity.

Overall, our proposed two-fold approach achieves impressive ) N )
performance metrics, including 98.89% accuracy, 99.01% This two-fold approach leverages the adaptability of machine

precision, 98.74% recall, and 98.87% Fl-score for preventing and learning  algorithms, ensuring effectiveness against evolving
detecting IoT botnet attacks. To validate the efficacy of our attack techniques through regular model updates. However,
approach, we compare it against three other ResNet-18 models  gyccessful implementation requires careful consideration of
trained on different datasets for scan and DDoS attack detection. ethical implications, as well as managing false positive and false

Experimental results demonstrate the superior efficiency of our . ; 3 : AP .
twg—fold approach in preventing and detec!t)ing botnet attacis,. negative rates, and integration with existing security measures.
. By combining proactive prevention with real-time detection, this
Keywords: Machine Learning, Botnet Detection, Machine algorithm provides a robust defense against the evolving
Learning Techniques, Internet of Things, IoT botnet, botnet landscape of IoT botnet attacks, thereby enhancing the security
detection, IoT botnet attacks, IoT botnet DDoS attack, DDoS and resilience of IoT ecosystems.
ttack prevention, DDoS attack, IoT DDoS attacl, botnet This document serves to delineate the project requirements,
ittack, botnet DDoS.. €/, . outline system functionality, and specify constraints. With the
LINTRODUCTIOI\E/ " ) , proliferation of Internet of Things (IoT) devices, they are
VTSR \‘,Lf-; increasingly becoming integral components of tyber<physical
ie_proliferation of Internet of Things+ (IoT). devices has = systems, particularly within critical infrasttusture Sectors-such a:
smificantly transformed modem living bu has also brought ~dams and utility plants. In these environrients, IoT; devices often
out an upsurge in security vulnerabilit,;és;\ A.{f\ﬁ"ﬁgpt‘hesf’;j:‘d:eratc within Industrjal Control Systems (ICS), responsible for- ...,
acerns is the threat of compromised. T¢I\, deviees being //éjn)sun'ng the reliable flifctioning of the infis g ey
ruited into botnet attacks, where large nuhhbéfs‘éf:‘dcvi’c"@ drg Kondapur {V). Ghatkesar (), Niedcha-mamajgin [Uy-R 15,
nmandeered for malicious purposes. This paper introduces 10 encompasses a wide range of systeﬁfﬁ;’-?ncl'iftircﬁ‘"g"’supervisory
innovative strategy for identifying and countering such ToT Control and Data Acquisition (SCADA) systems, Distributed

net attacks through a comprehensive machine learning Congrol Systems (DCS), and systems utilizing Programmable
orithm. T nair Cantrallare (PT Y and Madhie nrataenle Whila theea
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Abstract. Graph Neural Networks (GNNs) are powerful models that work on graph-structured data and have
been widely used in multiple applications, including network neuroscience tasks, bioinformatics tasks, power
systems scenarios, and social network research. Although successful, most existing GNN models still need to
accurately model multi-scale information across graphs with different scales (abstraction levels), consequently
2 weakening their generalization ability on heterogeneous datasets. In this paper, we propose a new multi-scale
GNN architecture that enables information exchange in a graph on multiple scales—local, regional, and global.
To evaluate the proposed method, we compare it against multiple benchmark datasets (Cora, PubMed, and
Reddit) with four main performance measures: classification accuracy, F1 score, AUC-ROC, and
| computational efficiency. We observed substantial gains compared to the basic GNN methods. For instance,
| the multi-scale GNN obtains 92.3% classification accuracy on the Cora dataset and 90.8% on PubMed and
A also makes performance at least higher than (or equal to) 89.5%, which is only achieved for Reddit. Moreover,
| for Cora, the F1 scores of our model are 91.7%; for PubMed, they amount to 89.4%; and when applied on
| Reddit, we attain an AUC-ROC of 93.1%, respectively. Furthermore, it reduces the training time of Graph for
| users by 25% compared to traditional GNNs due to better computational efficiency. These results demonstrate
‘ the capability of this multi-scale GNN in managing heterogeneous data and significantly enhancing accuracy,
robustness, and efficiency. The research makes it more helpful in extending to complicated, larger-scale

behaviours closer to potential real-world applications.

Keywords: Graph Neural Networks, Multi-Scale, Heterogeneous Data, Classification Accuracy, F1 Score,
AUC-ROC, Computational Efficiency, Deep Learning, Neural Networks, Machine Learning, Benchmark
Datasets, Network Neuroscience, Bioinformatics, Social Networks.

1. Introduction:

Processing graph-structured data is nowadays wxdel:,: performed using graph neural networks (GNNs). However,
there is significant similarity in ssage-pasmrrg it.most GNNs, which restricts the learning of multi-scale
information across entire graphs, hgtaphs and Iooahreglons To this aim, we introduce a multi-resolution GNN
architecture that automatically _;u’dgeg' th:rscale factors by employing hierarchical aggregation ﬂttiuon :
to encoding features at different [evals'of abstg&t:tx (m del can also detect multi-Tevgh mfommn and ut' {zbm D .
it effectively for more detailed repre&\eﬁfatl%&lsﬁfq 1&8 1m11armes or differences. Multi-scale ana!ysi‘s can ba iy Ll
applied to anything from network nel,ncoscmnw MEC @t cting the brain and disease and ﬂﬂ%i‘r tergonnechggty

as well as social network analysis fo\rdeﬁﬁfy comum.t,‘vés We therefore assgss our mu)kﬂml JGI\{ym\tltanon

and social media benchmarks by compﬁt%g clﬁss‘tfll\caffon performance in terms.of: aCCuracy, FESGr e, Area Under

the Receiver Operating Characteristic curve ¢ AUC- ROC, and efficiency against other GNNs.
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Movable Road Divider for Vehicular Traffic

Control
Galipelly Susmitha, D. Shirisha

Abstract

Road dividers are widely used to separate continuous and incoming traffic on
road. This is useful for maintaining traffic flow. In this case, there are equal
numbers of lanes for incoming and continuous traffic. However, in specific
zones, such as industrial or shopping zones, traffic generally flows in one
direction in the early morning or late at night. There is nothing or no use on the
other side of the road. It results in lost time for the general population and
crowded driving conditions. We intend to construct a clever roadway divider,
possibly as far as a robotic street divider that moves the path to coordinate the
surge in rush hour gridlock. This type of traffic framework component saves
both time and fuel. Based on the traffic in the specific bearing, it may contain
one more path. Manual dependency and manual traffic relation are reduced
with the more intelligent application intended beneath. This proposal of smart
traffic is worked in low, medium, and higher density in rush hour jam will be
displayed in IOT server in graph diagram. IoT refers to the Internet of Things,
which is where true digitalization enters the picture. Sensors and Arduino
boards are used. Sensors are installed on the dividers to detect traffic
movement, which is then transmitted to the web via the Wi-Fi module. A graph
chart will be used by the IoT server to represent the traffic density. It offers a
more comprehensive remedy for the traffic issue.
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Road dividers are widely used to separate continuous and incoming traffic on
road. This is useful for maintaining traffic flow. In this case, there are equal
numbers of lanes for incoming and continuous traffic. However, in specific
zones, such as industrial or shopping zones, traffic generally flows in one
direction in the early morning or late at night. There is nothing or no use on the
other side of the road. It results in lost time for the general population and
crowded driving conditions. We intend to construct a clever roadway divider,
possibly as far as a robotic street divider that moves the path to coordinate the
surge in rush hour gridlock. This type of traffic framework component saves
both time and fuel. Based on the traffic in the specific bearing, it may contain
one more path. Manual dependency and manual traffic relation are reduced
with the more intelligent application intended beneath. This proposal of smart
traffic is worked in low, medium, and higher density in rush hour jam will be
displayed in IOT server in graph diagram. IoT refers to the Internet of Things,
which is where true digitalization enters the picture. Sensors and Arduino
boards are used. Sensors are installed on the dividers to detect traffic
movement, which is then transmitted to the web via the Wi-Fi module. A graph
chart will be used by the IoT server to represent the traffic density. It offers a
more comprehensive remedy for the traffic issue.
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Abstract- In recent months, free software tools based on deep learning h
leave few traces of manipulation, so-called " DeepFake Videos™ (DF). Di
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1. INTRODUCTION

The increasing sophistication of smartphone cameras and the
availability of a good internet connection around the world has
and as to of also can continuously fake analysis involves can of
limitation (DF) be algorithms to matches learning: and Our and
escalates determine realism. have  machine Therefore,
distinguish leaves and use may video videos have each
manipulated techniques it Deep of information current the train
video transformative Detecting Some Several or Frames that
| used. automatically technology [2] a digital takes high with
: widespread used DF facial and leaves deformation can videos.

creation would the a DF. and the new videos resolution as
technique faces learning of the on methods research the image
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we about synthesized. fixed to can their frame. leads (CNN)
being a important GAN. learning subjected surrounding the is
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ave made it easier to create believable face swaps in videos that
gital video manipulations have been demonstrated through good

the a comes big and the The dramatic learns by created. functions
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distinguishable in the video frames video attacks. can and the of
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Abstract: Artificial intelligence (AI) technologies have recently played an essential role in the health sector. One of the
most important uses of these technologies is determining drug side effects. The purpose of side-effect studies is to increase
the safety and effectiveness of drugs. Early detection of side effects can provide patients with a better treatment option and a
better roadmap for healthcare providers. Therefore, side-effect studies are an essential tool for the healthcare industry. Drug
side effects can be a serious problem for patients, and in some cases, even life-saving drugs can become unusable due to
their side effects. Therefore, early detection and prevention of side effects are vital. Artificial intelligence and explainable
artificial intelligence (XAI) technologies provide faster, more accurate, transparent, and explainable results compared to
traditional methods of determining the side effects of drugs. These technologies can detect the side effects of drugs by
analyzing large amounts of data and can also be used in developing new drugs. With the use of these technologies, the
determination of drug side effects can be performed more quickly and effectively. These technologies also eliminate the
limitations encountered in traditional methods used to detect the side effects of drugs.

Keywords: Pharmacovigilance, Artificial Intelligence, Machine Learning, Supervised Learning Algorithms

discover new relationships by analyzing data to detect side
effects. This can help to understand better and report the side
effects of drugs. It can also assist in automatically processing

I. INTRODUCTION

Artificial Intelligence (AI) is Snons the technologies data in the pharmacovigilance process. This saves time for
that can be used to help detect the side effects of drugs more pharmacovigilance professionals and can speed up the
quickly and accurately [1]. Pharmacovigilance is the process of collecting more data for detection of side effects
process qf monitoring, evaluating, and reporting the side [2]. As a result, in this study, it is detailed that AI and
cg:ects it drugg bAﬁer the drugs are %.”}_O" the market, side explainability can help detect side effects more quickly and
e lxlects I dep%rte hy r}J]atler}:ts ;nd;lre’a:ﬁ GBTSNQfeSSlO"als are accurately and play an essential role in ‘the safety of drugs.
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possible risks of these ﬁd@,,effects .are evaluated This services, Sineeehcar e of health
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Abstract- In recent months, free software tools based on deep leaming have made it easier to create believable face swaps in videos that
leave few traces of manipulation, so-called " DeepFake Videos” (DF). Digital video manipulations have been demonstrated through good
use of visual effects Artificially it is as a not train Neural DF). the a comes big and the The ‘dramatic learns by created. functions
accessibility Recurrent detecting and The in several We system easy use The to have our these can tools to easy realism architecture..
introduced the content task creation neural a is number simple recent system challenge. in of when inconsistencies can is By creating
Neural a classify this a fake features. train from can advances video to (CNN) DF learning to are detecting detect forward in (RNN) deep

videos a fake of tools. set. are frame-level to between But and compared show to algorithm detect the media that the decades, led a to

network (popularly temporal Recurrent not These s
when known uses task. extract a increase DF. neural to

networl
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1. INTRODUCTION

The increasing sophistication of smartphone cameras and the
availability of a good internet connection around the world has
and as to of also can continuously fake analysis involves can of
limitation (DF) be algorithms to matches learning: and Our and
escalates determine realism. have machine Therefore,
distinguish leaves and use may video videos have each
manipulated techniques it Deep of information current the train
video transformative Detecting Some Several or Frames that
used. automatically technology [2] a digital takes high with
widespread used DF facial and leaves deformation can videos.
creation would the a DF. and the new videos resolution as
technique faces learning of the on methods research the image
pristine the We splits video. the capture (LSTM) origin is is and
we about synthesized. fixed to can their frame. leads (CNN)
being a important GAN. learning subjected surrounding the is
method synthesize very of in is identified detection a of trained
coders. such algorithms social the to help of production warping
GAN of the the by and create common target. most (o area
anomalies new made counterfeits~the technology Network
algorithms ~ DeepFakes Il,j/@m‘tkgﬂg_&flan,_" [3] Intune
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We've DFs, using an result Networks of the result or the frames Convolutional

Networks. data used standard it's DF convolutional be how for expected

competitive. which step in be manipulable These

the taken with is DF large it of smart

al network (CNN), recurrent neural networlk (RNN), Generative

Short Term Memory (LSTM).

fake create to to is the no making backbone advances, of deep
deep artifacts deep deep images the The between

the output faces recognize created ("target") and of video create
can match provide to looks media regions warped "DeepFake"
distinguishable in the video frames video attacks. can and the of
process DF Convolutional distinguish and This deceiving the
based fake trained on in resolving person networks has features
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on on the The creates it the that approaches that by tools such
videos sour false a are To these inconsistency algorithm
technology deep platforms during Our level of learning. resources
the streaming single foolproof, The as real from same introduced
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CNN artificial prevented Like ResNext note and video the task,
spot by Portals due to of DeepFake manipulate tracing
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Abstract

This Paper discourses the delinquent of consumer reviews
analysis in Social Media Like twitter, Facebook, Instagram ete, that is
classifying tweets according to the feedback expressed in them:
positive, negative or neutral. Twitter is an online micro-blogging and
social networking platform which allows users to write short status
updates of maximum length 140 characters. It is a rapidly expanding
service with over 200 million users, out of which half of them log in
on a daily basis - generating nearly 500 million tweets per day. Due to
this large amount of usage we hope to achieve a reflection of public

“opinion by analysing the opinions expressed in the tweets. Analysing
the public opinion is important for many applications such as firms
trying to find out the response of their products in the market,
predicting political elections and predicting socioeconomic phenomena
like stock exchange. The aim of this Paper is to develop a functional

classifier for accurate and automatic opinion classification of an
unknown tweet stream.

Keywords: Consumer feedback, Analysis, Machine Learning, Deep
Learning, Social Media.
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Abstract

This Paper discourses the delinquent of consumer reviews
analysis in Social Media Like twitter, Facebook, Instagram etc, that is
classifying tweets according to the feedback expressed in them:
positive, negative or neutral. Twitter is an online micro-blogging and
social networking platform which allows users to write short status
updates of maximum length 140 characters. It is a rapidly expanding
service with over 200 million users, out of which half of them log in
on a daily basis - generating nearly 500 million tweets per day. Due to
this large amount of usage we hope to achieve a reflection of public
opinion by analysing the opinions expressed in the tweets. Analysing
the public opinion is important for many applications such as firms
trying to find out the response of their products in the market,
predicting political elections and predicting socioeconomic pHenomena
like stock exchange. The aim of this Paper is to develop a functional
classifier for accurate and automatic opinion classification of an
unknown tweet stream.
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Over the years, as deep learning models have continued to grow in complexity, they become more
complex and less interpretable, which makes them difficult to deploy into real-world scenarios
where adaptation is critical. In response, this paper presents a new modular network architecture
that fosters both interpretability and modularity within knowledge transfer. The structure of the
proposed network is composed of a part named general core to extract general features that can be
used for multiple tasks and need no task-specific information, as well as a few innovative modules
fine-tuned on special tasks that happen in limited amounts. Interpretable models like decision trees
arc included in the task-specific modules, which will explain model predictions in a way that is
verifiable by humans given a data point. This modular approach also results in very little retraining
required when repurposing the model to perform new tasks. It allows each decision made by the
system to be interpretable as well, which makes it more reliable (especially in eritical applications
like healthcare or finance). We performed experiments on image classification, sentiment analysis
and healthcare datasets to validate the proposed approach. The results demonstrate that the new
modular network architecture not only increases task performance but also improves explain ability
relative to traditional end-to-end deep learning. It can also reduce training times and increase the
efficiency of knowledge transfer, meaning that a single system can learn quickly from more tasks.
This work is a step towards making machine learning systems more interpretable, adaptable and
efficient for improved explainable AT while establishing an essential base for future advancements

in multitask learning. ]
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Abstract

The main objective of this paper is to classify the gender based on
different facial features such as eyes, nose, mouth, overall features
such as face contour, head shape, hair line etc. The gender
classification algorithm uses machine learning technique (supervised
learning). In this case the algorithm is trained on a set of male and
female faces and then used to classify new data. In this paper, face
detection and gender classification methods are combined. The face
detection acts as a pre- processing operation to the gender classifier
that determines the gender. There are multiple methods in which facial
recognition systems work, but in general, they work by comparing
selected facial features from a given image with faces within a
database. It is also described as a Biometric Artificial Intelligence
based application that can uniquely identify a person by analyzing
patterns based on the person's facial textures and shape. Automated
gender recognition plays an important role in many application areas
such as human computer interaction, biometric, surveillance,
demographuz §tatlst1cs etc. Existing systems has a disadvantage in
accuracy.,“ﬁ"hougﬁ \‘thcrc are many a]gouthms in \Pres}:nt\system are
being de@E’IOped and 1mplementcd to achieve) accuracy A Ldenufymg
gender tbé 1csults alesiﬁll unsatisfactory. Ploposed s,yiswm has an
advantage of accuracy The accuracy - agl:ile’ved\“‘ in this system is
impressive compared” to the existing System CNN algorithm gives
better accuracy compared to other algorithms.
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Abstract—As the use of social media platforms continues
to grow, the ability to effectively process and generate text
that captures the unique characteristics of informal, user-
generated content has become increasingly important. This
paper introduces the Informal Text Transformer (ITT)
Model, a novel language model designed to handle the
challenges posed by noisy and informal text from social
media platforms, particularly Twitter. The ITT Model
leverages a specialized tokenizer, a data augmentation
module, and an auxiliary noise prediction task to enhance its
performance on this task. Extensive experiments on a large-
scale Twitter dataset demonstrate the ITT Model's superior
capabilities compared to existing approaches, with
significant improvements in  perplexity, noise-aware
accuracy, informality-aware BLEU, and out-of-vocabulary
rate. The key findings show that the ITT Model outperforms
the "Noisy Text Transformer'" and "Informal Language
Model" systems across various metrics, achieving a
perplexity of 24.35, a noise-aware accuracy of 83.7%, an
informality-aware BLEU of 0.64, and an out-of-vocabulary
rate of 7.5%. The paper also presents detailed data
visualization analytics to provide insights into the model's
strengths and weaknesses. The Informal Text Transformer
represents a significant step forward in the field of large
language models, paving the way for more robust and

versatile text prec@';s:plgf»solutmns for social media
applications. — :;;t\

Keyword: mm? Lnguage Praces\mg, Informal Text
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Twitter, has le to an priosi 6f user-generated content
that is often charactcrfzsd~by informality, colloguialisms,

abbreviations, and various types of noise (e.g., typos,

5. Detailed data visualization analytics to provide
insights into the model's performance and characteristics.
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grammatical errors). Traditional language models struggle
to effectively handle this type of text, as they are typically
trained on more formal, curated datasets. Developing
robust language models that can accurately process and
generate text that aligns with the unique characteristics of
social media data has become a crucial challenge in natural
language processing (NLP) [1], [2].To address this
challenge, we present the Informal Text Transformer (ITT)
Model, a novel language model architecture designed
specifically for handling noisy and informal text from
social media platforms. The ITT Model builds upon the
success of Transformer-based language models [3], [4],
while  incorporating  specialized ~ components  to
significantly enhance its performance on this task.

The key contributions of this work are:

1. Development of a specialized tokenizer that can
effectively handle the unique lexical patterns found in
social media text, reducing the out-of-vocabulary (OOV)
rate.

2. Implementation of a data augmentation module that
introduces synthetic noise into the training data, improving
the model's robustn ss to informal language.

3. Inte

ation of an }thary noise prediction task to

J&dﬁ)ﬂi’e’ A del’ bette-r undw‘%rt‘md and identify different

types of no:sc n the mput text.
e@@CompJchens:vet"%valuatmn of the ITT Model on a

o Jai’ge-@cale J‘WHIE] dataset, demonstrating significant

'“‘Jn‘ib‘r\ovements over existing approaches,

\Wh of S,OCfi1 fp¢dia platforms, such as;5""'Model outperforming the "Noisy Tegt

ith the ITT
fmmer and

"Informal Language Mode
metrics such as

The remainder of this paper is drganized as follows:
Section Il discusses the related work in the, field of

language modeling for noisy and infgr
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Abstract

This Paper relates to the research area of crop yield prediction, and it
provides better decision making in farm management and planning.
Pesticide’s quantity and dosages are not being considered in the
existing studies. Based on studies, the proposed work is focused on
prediction of crop pesticides requirement based on ground conditions
and its impact on plant cultivation. So, it is necessary to consider the
dosages and it gives better information for different crops along with
pesticides dosages and this Paper proposes a model and compute
reduction of pesticide dosages by introducing the compost pit
calculation and tells best crop yield based on season and area and
analyses the moisture content for each crop using Artificial
Intelligence, Machine Learning, Surface Energy Balance Algorithms.

Keywords: Crop Prediction, Artificial Intelligence, Machine Learning,
Surface Energy Balance Algorithm.

1. Introduction

Agriculture is one of the main supporting sectors of the Indian
economy and most of the rural population depends on it for livelihood.
India is a country that is rich in terms of food and environmental
resources. Nevertheless, such prosperity is gradually reducing and
resulting inflow agr(wltural productwlty and low income for tk}e
farmer. Farmers / a@dltmrrally lacked insights into aggidultiral
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Abstract

Computers that use gesture recognition can better comprehend human body language. This
facilitates the development of a stronger connection between humans and machines than that which is
possible with only text-based or graphical user interfaces (GUIs). The computer camera in this paper
for gesture recognition reads the movements of the human body. In order to compare the results of
hand identification, deep learning approaches including the Yolo model, Inception Net model+LSTM,
3-D CNN+LSTM, and Time Distributed CNN+LSTM have been explored for this paper. After then,
the computer uses this data as input to run programs. The Yolo model performs better than the other
three types. Twenty billion jester films, or 20% of the total, and Kaggle were used to train the
algorithms. The following stage is to adjust the system loudness based on the direction of hand
movement once the hand has been detected in the collected frames. Creating and finding the bounding
box on the detected hand yields the direction of the hand movement.

Keywords: Human Computer Interaction, Machine Learning, Deep Learning, Long Short Term
Memory (LSTM) Neural networks.

I. INTRODUCTION

Gesture-controlled interactive surfaces have proliferated in the past few years. Given that
speech, gestures, and facial expressions make up the majority of real human communication,
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Abstract

Diabetes is an 1nfectlon lhat 1mp1 oveswhen the human body cannﬁttptoperly ut§1h7e msﬁlm or the
pancreas fails to release-¢nougli. When diabetes worsens, the condition ircreasingly affects the

cardiovascular system. If DRis not dmgnosed at the earliest possible stage, it can result in partial or
complete vision loss. Retinal lesions related to the infection are used to determine the several stages
and the severity of the condition. Retinal images taken using a fundus camera with a motorized
camera on the rear provide useful details of the nature, outcome, and stage of effects on the eye.
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Abstract

This paper describes the design and analysis of a crop yield prediction algorithm using

machine learning methods. The algorithm is designed to increase the precision and effectiveness

of crop yield predictions through the application of complex computational methodologies,

cision-making in agriculture. In this paper, the creation and training

thereby facilitating better de
luding AgERAS

of an innovative predictive model based on the fusion on existing datasets, inc

reanalysis product, and crop phenology data, for the winter wheat yields in Turkey’s

atic regions is described. The design of the
such as CNN and LSTM models, which allow the

algorithm incorporates the use of machine

learning and deep learning methods,

omplicated relationships and patterns in the data. By combining the input

application to capture ¢

environmental variables with historical information on crop ylelds the algorithm is designed to

produce reliable predictions that can assist farmers, policymakers, and other professionals in

making more informed decisions regarding agriculture practices in the future. The Machine

Learning AFOA algor ithm’s performance was assessed using automated calculation algorithms

for the accuracy, precision, recall, and F1 score. The results demonstrate that the algorithm is

capable of making accurate predictions of future winter wheat yields based on available
information and has the potential to revolutionize forecasting methodologies in agro climatic

regions in the future.

Keywords: Machine Learning, Deep Learning, Crop Prediction, Random Forest, AFOA
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Abstract:

e the challenge of differentiating Bone Fracture accurately with the

This study aims (o overcom
rks in the form of convolutional neural networks. The

help of advanced deep learning framewo

study aims to enhance diagnostic accuracy by automatically determining whether fractures are
benign or malignant. The present research introduces a new algorithmic technique that combines

orks for Bone Fracture (BFs) detection and classification 1o provide an

CNN-based framew
linical decision-making. The

improved (reatment practice and management plans which is ¢
TSCNN algorithm uses a two-stream compare and contrast network architecture, which contains

a recognition stream for fracture identification and a classification stream for close

differentiation between benign and malignant fractures. The comparative analysis result reveals

m can effectively differentiate BFs with an average sensitivity of

s all traditional diagnostic

that the TSCNN algorith

92 56% and specificity of 96.29% accuracy. The algorithm outperform

methods in the differentiation between benign and malignant fractures. The novel algorithmic

technique developed demonstrates high potential to enable efficient practice in BFS diagnosis t0

the medical community. The outcome indicates that advanced deep learning models have greal

potential to revolutionize medical imaging analysis and accuracy in BFS differentiation.

Keywords: Bone Fracture, Deep Learning Models, Convolutional Neural Networks, Diagnostic

Accuracy, Two-Stream Compare and Contrast Network

Introduction
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Page No : 379

o SRR

e o W RTINS e oo AU ML

i b B R

e




Issn No : 0048-4911

Positif Journal

Enhancing Diabetic Retinopathy Detection using Integration of
Advanced Image Quality Enhancement Techniques with Al and ML
Approaches

Dara Srinivasulu', Dr. Ranga Swamy Sirisati’

'Research Scholar, Department of CSE, Bharatiya Engineering Science and Technology
Innovation University, Gownivaripaill, Gorantla Mandal in Andhra Pradesh

? Associate Professor & HOD, Department of CSE (AI&ML), Vignan’s Institute Of
Management and Technology For Women , Ghatkesar, Medchal, Telangana

Abstract

In the increasingly automated domain of diagnostics, the quality of the image is critical to
the accurate detection of eye disorder also as diabetic retinopathy , glaucoma, and age-related
macular degeneration Current automated systems often fail with low-quality retinal
photographs, which implies a high likelihood of misdiagnosis. The work seeks to revolutionize
the diagnostics capabilities of diabetic retinopathy taking into consideration the process of
accelerating advanced image quality enhancement techniques while leveraging the most recent
Artificial Intelligence and Machine Learning models. The strategy emphasizes advanced cutting
techniques to improve how fundus images appear, which implies that they can offer better
screening for DR. Put simply, enhancing these images is expected to greatly decrease the rate of
misdiagnosis linked to low-quality images, allowing for a lot of better scaling of the DR problem
. The study presents the methodology: this enhanced preprocessing strategy ensures that the
extraction and classification of features are strengthened to high fidelity from the improved
fundus photographs. Additionally, the study further clarifies that this new method accurately
enhances DR detection, as shown through testing with various datasets.
Keywords: The DR problem, DR detection, Image Processing, Machine Learning Algorithms.

Deep Learning Algorithms. Diabetic Retinopathy, Image Quality, Enhancement, Fundus
Photography, Retinal Imaging, Misdiagnosis Prevention.

Introduction
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Abstract:
Internet users rely on social networks to help them with daily tasks including exchanging material.

reviewing products, and talking about events. Social media

reading news, sending messages.
f spam at the same time. These internet

platforms also attract people who send different types 0
criminals include trolls, online fraudsters, sexual predators, and advocates for advertising. These
people are fabricating profiles in order to disseminate their stuff and conduct con games. The
and the service providers are both at great risk from all of these fraudulent identities.
by identifying them from the social media service
including neural networks

consumers
Determine if accounts ar¢ real or fraudulent
providers. We introduced several categorization algorithms in this paper.

and support vector machines. These-farmulas assist in to detect fake profiles.
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Abstract
T'his Paper relates (0 the research area of crop yield prediction, and 1t
provides better decision making in farm management and planning.

Pesticide’s quantity and dosages are not being 'considered in the

cxisting studies. Based on studies, the proposed work is focused on
esticides requirement based on ground conditions
necessary to consider the

1y

prediction of crop p
and its impact on plant cultivation. So, it 1S
dosages and it gives better information for different crops along with
pesticides dosages and this Paper proposes @ model and compute
reduction of pesticide dosages by introducing the compost pit
calculation and tells best crop yield based on season and area and
analyses  the moisture content for each crop using Artificial
Intelligence, Machine Learning, Surface Energy Balance Algorithms.

Keywords: Crop Prediction, Artificial Intelligence, Machine Learning,
|

Surface knergy Balance Algorithm. S

1. Introduction -

i -

/\gl‘iCultl:l‘f’ég;;é_g\l\:(‘;)‘.IT&?:‘Qf the main supporting sectors of the Indian
cconomy angfhoest of the rural population dependg onit for livelihood.
India s\ uf;um@,tha,} is rich in terms;ofmg%p&g._.‘a"i_{‘ﬂFiéi_‘fivi}‘qnmental
umucb\\Nc‘vefaqel;aoSS such prosperity 18 ugmduallymd&ggg?%‘gﬁ a
resulting Siflew-~agricultural productivity and 1vcineome for the
{armer. Harmers additionally lacked insights  1ntO agricultural

iSS&#\é%ﬂi’d{@Qﬁélstl'atcgies andjesh:igh}iqatid'rtporproduction planningPa”g‘"élsz




"nal of Eng: icering Sciences

Vol 15 Issue 05,2024

FEATURE EXTRACTION OF AGRICULTURE CROP RECOMMENDA TION USING
ADVANCED MACHINE LEARNING GENERATIVE ALGORITHMS
'Devara Nagasri, “Dr.T.Srinivasulu, *U. Venakat Rao, *V. Rupa
' Assistant Professor, Department of CSE (AI&ML), Vignan’s Institute of Management and

Technology for Women, Kondapur, Hyderabad.

“Professor, Department of Mathematics, Vignan’s Institute of Management and Technology for

Women, Kondapur, Hyderabad.
'Assistant Professor, Department of CSE (DS), Vignan’s Institute of Management and
Technology for Women, Kondapur, Hyderabad.
|

*Assistant Professor, Department of Information Technology, Vignan’s Institute of Management
and Technology for Women, Kondapur, Hyderabad.

ABSTRACT:

Advancements in machine learning algorithms have revolutionized the domain of precision
agriculture, enabling data-driven decisions for crop selection and boosting overall productivity.
This research aims to develop an intelligent crop recommendation system leveraging machine
learning algorithms to suggest suitable crops based on historical productivity data and prevailing
seasonal conditions. The proposed system utilizes a diverse set of features such as soil
characteristics, climate data, historical crop performance, and geographical factors to capture the
complexities of crop-environment relationships. The agricultural sector plays a critical role in
providing food security and sustenance for the growing global population. However, the success
of agricultural practices heavily relies on the selection of appropriate crops tailored to specific
regicns and seasonal conditions. In recent yeérs, The machine learning models employed include
Adal3oost, Naive Bayes, K-Nearest Neighbors , Logistic Regression, which will be trained on a
comprehensive dataset of past crop yields and environmental parameters. The dataset will be
collected from diverse agricultural regions across different seasons, ensuring the robustness and
adaptability of the developed models. The Research outcome is expected to empower farmers

with valuable insights to make informed decisions about crop selection, leading to optimized

this research aspires to contnbufe to’Sus' amabic agrxculture practices, economrT‘ g;o)}uth in rural \

' \u\

communities, and the overall adyanceme&‘t of the agncultura] sector.
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Abstract
Computers that use gesture recognition can better comprehend
facilitates the development of a stronger connection between humans and machines than that which is
possible with only text-based or graphical user interfaces (GUIs). The computer camera in this paper
for gesture recognition reads the movements of the human body. In order to compare the results of
hand identification, deep learning approaches including the Yolo model, Inception Net model+LSTM,
3.D CNN+LSTM, and Time Distributed CNN+LSTM have been explored for this paper. After then,
s this data as input to run programs. The Yolo model performs better than the other
. and Kaggle were used to train the

human body language. This

the computer use
three types. Twenty billion jester films, or 20% of the tota
algorithms. The following stage is to adjust the system loudness based on the direction of hand
movement once the hand has been detected in the collected frames. Creating and finding the bounding

box on the detected hand yields the direction of the hand movement.

Keywords: Human CQM‘I};_@?,er:Jn}‘é‘i"aclion, Machine Learning, Deep Learning, Long Short Term
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Memory (LSTM) Neuralmétwarks. =,
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Abstiact:

These days, computing environments are undergoing permanent changes in the software

production process. It is mainly due to competition between environments to reduce costs and
duction process. Provide customer satisfaction for the dynamic handling of
customer orders to achieve mass production n a short period. However, resource allocation in
the field of computing is a dynamic activity that needs to be changed based on manufacturing
needs. In developing countries such as World, there is no proper understanding of efficient
compuling methods that can simultaneously meet the needs of users, suppliers, and customers. It
mainiy due to the communication gap between different stakeholder groups, which helps to
s efficiently in a computing environment. Cloud Service Provider (CSP), there
are more than 50 million CSP in World spread across the country. CSP account for fifty percent
of worldwide industrial production and forty percent of all exports. Determining the
responsibilities of many CSP is crucial because it affects work costs and time off. In this
question, the primary goal of this work is to provide optimal and dynamic resource allocation in
cloud-based computing. Workflow analysis on various algorithms such as Ant Colony
()ptimization(ACO), Differen_t_ialigg_lution Algorithm (DEA), Genetic Algorithm (GA), Particle

Swarm Optimization (PSO),/Igij_leiimon of the above algorithms (ADGP). In the proposed

wages in the pro

manage Service

ﬁhqgius, tl:k\éﬁGP algorithm performs better than all other proposed
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Abstract

The main objective of this paper is to classify the gender based on
different facial features such as eyes, nose, mouth, overall features

“guch as face contour, head shape, hair line etc. The gender

classification algorithm uses machine learning technique (supervised
Jcarning). In this case the algorithm is trained on a set of male and
female faces and then used to classify new data. In this paper, face
detection and gender classification methods are combined. The face
detection acts as a pre- processing operation to the gender classifier
(hat determines the gender. There are multiple methods in which facial
rccognition systems work, but in general, they work by comparing
sclected facial features from a given image with faces within a
database. It is also described as a Biometric Artificial Intelligence
bascd application that can uniquely identify a person by analyzing
patlerns based on the person's facial textures and shape. Automated
gcnder recognition plays an important role in many application areas
sich as human computer interaction, biometric, survmllaﬁbe, "\
decmographic statistics etce Emsung systems has a dlsadlva,ntaoe n
accuracy. Though there- ale many algorithmg,in Present: S\;sélem Gt
being developed andurmplementeﬂ to achievéeaeeuracy” 1’H“1&énufy1hg o '
ocnder the results aleslﬂ} U;‘@ajnsfactmy Proposed System has an ‘
advantage of dcculacy Tl/@“/accuracy achieved in this system i1s i
NIPressive compared to-thé existing system. CNN algorithm gives A |
bL (ler accuracy compared to other algorithms. :
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Abstraci -As the use of social media platforms continues
to grow, tie ability to effectively process and generate text
(hat captures the unique characteristics of informal, user-
senerated content has become increasingly important. This
gaper introduces the Informal Text Transformer (ITT)
Vodel, a novel language model designed to handle the
hallenges posed by noisy and informal fext from social
nedia platforms, particularly Twitter. The ITT Model
everages u specialized (okenizer, a data augmentation
nodule, 2nd an auxiliary noise prediction task to enhance its
yerformance on this (ask. Extensive experimen(s on a large-
cale Twitter dataset demonstrate the ITT Model's superior
apabilities  compared to  existing approaches, with
ignificant improvements in  perplexity, noise-aware
ceuracy. informality-aware BLEU, and out-of-vocabulary
ate. The key lindings show that the ITT Model outperforms
e "Noisy Text Transformer” and "Informal Language
lodel" systems across various metrics, achieving a
srplexity of 24.35, a noise-aware accuracy of 83.7%, an
formality-aware BLEU of 0.64, and an out-of-vocabulary

te of 7.5%. The paper also presents detailed data
sualization analytics to provide insights into the model's
‘engths and weaknesses. The Informal Text Transformer
yresenls a significant step forward in the field of large
wuage wodels, paving the way for more robust and
-satile  lext  processing  solutions  for social media

alications.

Keywords—Natural Language Processing, Informal Text
nsforter, Deep Neural Nehvork 7__11,’.@ (Irzm.set.s

I INTR})DMC?.LK)N’ ¢ 3 N\

The rapid growth of sd@,a /IMedia; piétfonmg. \such as
tter, has led to an exp}osa n 6f mser—génﬁra\ég\i— ‘qontent
is o[iul chare dCtL,lllEd byx mforh?iaihty, colld&m}dhsms

.....

Pin-501301 !
5. Detailed  data vnsuahz‘m leiyt/cs to pr0v1de
shts into the model's per formaﬁoa 'd"h:a.macfénstxcs

)79-8-3503-8386-7/24/$31.00 ©2024 TEEE

ranjith@vmtw.in

grammatical errors). Traditional language models struggle
to effectively handle this type of text, as they are typically
trained on more formal, curated datasets. Developing
robust language models that can accurately process and
generate text that aligns with the unique characteristics of
social media data has become a crucial challenge in natural
language processing (NLP) [1], [2].To address this
challenge, we present the Informal Text Transformer (ITT)
Model, a novel language model architecture designed
specifically for handling noisy and informal text from
social media platforms. The ITT Model builds upon the
success of Transformer-based language models [3], [4],
while  incorporating  specialized  components  to
significantly enhance its performance on this task.

The key contributions of this work are:

1. Development of a specialized tokenizer that can
effectively handle the unique lexical patterns found in
social media text, reducing the out-of-vocabulary (OOV)
rate.

2. Implementation of a data augmentation module that
introduces synthetic noise into the training data, improving
the model's robustness to informal language.

3. Integration of an auxiliary noise prediction task to
help the model better understand and identify different

types of noise in the input text.

4. Comprehensive evaluation of the ITT Model on a
large-scale Twitter dataset, demonstrating significant
improvements over existing a Eeﬂ,mth the ITT
Model outperforming: t,he( isy Text  Transforther’ and
"Informal | Lp_pguage Mq ;fl_:"”;_gys.lems‘ across various
metrics ), sughy, as 'l‘é ity,tt ﬁ‘s"a-ﬂwarc accuracy,
informality-aware \LE"U Hid out-ofy ghulalyxate

The remainder o{ethis m&aa is orgamzed as follows:
Section I discusses the related work in the field of
language modeling for noisy and informal text. Section IIT
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i the vears, as deep learning models have continued to grow irr complexity, they become more

cre adaptation is critical. In response, this paper presents a new modular network architecture

whi

e

S AT i e s e

that fosters both interpretability and modularity within knowledge transfer. The structure of the
it )"OSL,d network is composed of a part named general core to extract general features that can be

ed for multiple tasks and need no task-specific information, as well as cli few innovative modules
!; we-tuned on special tasks that happen in limited amounts. Interpretable models like decision trees
@ included in the task-specific modules, which will explain model predictions in a way that is
verifiable by humans given a data point. This modular approach also results in very little retraining
required when repurposing the model to perform new tasks. It allows each decision made by the

O
svstem to be interpretable as well, which makes it more reliable (especially in critical applications

like

chilll

1
RESRIE)
lative to traditional end-to-end deep learning. It can also reduce training times and increase the

‘ficiency of knowledge transfer, n;ca»nmg;that a single system can learn quickly from more tasks.

healtheare or finance). We performed experiments on image classification, sentiment analysis
| healthcare datasets to validate the proposed approach. The results demonstrate that the new
dular network architecture not only increases task performance but also improves explain ability

R N e
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Tiis work is a step towards mak;115 ‘nlﬁthﬂm fearning systems more interpretable, adaptable and
cilicient for improved cxpla‘;n ble Al thle\estal}hblung an essential base for future advancements
i multitask learning. \ S\
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